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ABSTRACT

ibis thesis is ccncerned with selection standa_-s for

three US Navy ratings which vary in tsrms of their

complexity. The relevant literature is reviewed and a

general selection standards approach is developed. This
apprcach is then applied tc subsamples of a large US Navy

cohort of enlistees who all had the oppurtunity of serving

for at least four years. Within each rating, prediction

equa'ions are developed which link various data available

prior to the beginning of the enlistee's service with thres

crite.ricn measures cf performance. Analyses are perfcrmed
s-parately for groupings within ratings by race and sex.

Utility analysis is employed to help letermine cptimum cut-

offs on predictors. Many potentially useatl! predictive

rilationships are found and amongst the rEsults is the
findirg that for some ratings, ability subt-sts are nega-

tively related to criteria of performance. Oth.r results

are discussed and recommendations regarding implementation

and future research are made.
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I. INTRODUCTION

The Armed Forces in many countries have been ardent

users of the psychological techniques of selection and

classification. The Forces' involvement with These Droced-

ures has been for such a considerable period of time that,

in fact, it could be argued that the devslpmant and r-Ifine-

ment cf these techniques has been greatly Znhancsd 3v -the

manpower demands of the military. In war, and in prtparat.lon

for war (i.e. mobilization), the military r:quired -chni-

ques which allowed the assesssment of -the training capatili-

ties of prospective civilians for their rapi transition

from civilian to uniformed status. It was inefficient to

have ev-=y =otential enlistee embark on a course of training

when psychcme-ric tests coull be ased to exclude those

individials with the lowest chances of success. Sincse the

Second wcrld War, the peace time forces, largely -hrcugh. the

develcpzen- of more complex weapons systems, have tome to

demand much more special-zed manpower skills. The Forces'

rsquirement for selection and classificaticn, -heref-e, has

rot cnly involved making military personnel out of civilians

(a.e. selection), but a'so deal- with the cor-rect olacement

of enlistees by military occupation (i.e. classification).

Both the size and the diversitv of the Armed Torces'

man-ower reluirements have make it a very fertile -esting

ground for the application of these psycholcaical occed-

ures.

The present thesis is ccncerned with the re.finement of
selection standards for three employment categcries

(ratings) in the United States Navy. The three ratinas have
been chosen on the basis of the complexity of the tasks in

the ratings. In Increasing order of complaxity they are:
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Ship's Serviceman, Personnelman and Aviati-on Tschnician. All

three ratings have currently applied test score entry stand-

ards basid on the Armed Services Vocational Aptituds Ba4tsrv

(AS VAE) . The aim is to sxamine the possibility of imprcving

the selectiocn cr::-eria fcr each rating, taking into accoun.t

rating srecific utilities of correct and incorrect Selection

decisions. At the same time, the selecticn standards acrcss

jobs will be compared. Such an iJnter-job analysis will

illustrate the relaticnship, If any, that job complexity has

wiJ.th th e s eIe -_ti 4on s tan dar d s. T his latter analysis wilbe

qualitative (what kin-ds of predictors ars more- suited to

what type of job) and quantitative (how does the level of

accuracy of selection vary with job complsxit:y).

Selection standards research for the US Navy J_

important fcr a l.arge number cf reasons. From the point of

view cf manpowe: planning, better selectiJon standards may

mean smaller training attrition, better job performance,

longer- carears and mcre rapid promotion. Thess outccmss havez

the effect of lif~ting the burdsn of maintaining the Navy's

end strqngt-h from new enlistments by hav.ing greater numbers
in the career force. This has even more significance with

the projectsd decline in the services' traditional manpower

Fool over the next decade, parti.cularly in that when

manpowe-r rsources are scarcer, the di-sutility cf rejecting

potentially succe-.ssful applicants Is much greater than it is

4:, the current :ecri~ng cli-mats. In a b:oaier cc-n-e;t,

current gove:rnment regulation explicit-ly forbids selectior

practicas which may have adverse impacts .,r minri_ty or

ot he r groups in the community (Uniform Guidelir.?s on

Employee Selecticn Pmccedures, 1978) without firzst invest-

qating the use of "alternative selection procedures that are

equally vali4d, but that produce less adverse i~mpa ct" (Beilly

ar.d Chac, 1982). It iA.s encumbent upon all empl-oyers,

including the US Navy, first to determine -the validity of

12



their current procedures and then to examine the possibi-i ty

of using alternative methods which may either imprcve on

these standards or are equally valid standaris which have

less adverse impact. Thus there is a strong extrinsi.cally

initiated incentive for an crranization to be interestead in,

and tc be atle tc measure the validity of, its own selection

FrocEdures.

There Is a wealth of research on selection standards

both in the US Navy and in many other employment settings.

Given the aim of locking at selection, in :elaticn to the

complexi ty cf the jcb and the validity of t he procedures,

the next chapter is devoted to literature surveys. The

first sec:'on deals with the theore-ical asnects of

selecticn research, while the second is a r=view of the

findings of previous research regarding those factors which

seem most predictive of job success, in general, and for the

sprvIces in particular.

The third chapter brings the information of -he previcus

ore -cae9ther so as tc make a clear sta--ement cf the purpose,

aim, designr and expected outcome of the research.

Chapter four deals with the method. Firs-, the sutject

ratinas are descr-ibed. This includes a desrio-:icr. cf Bach

=atiA g, -he standards currently applied and in examinraton

of the aths through which individuals enter the ratings.

It will include th- complexity grading cf each rating. Nxt

comes a descriplion of the data base for this research:

where it cces from, what is included and an assessment of

the quality cf ths_ data. in the next sec-ion, the perscnnel

are described. This is followed by a section which concerns

tae critericn measures and predictors: What are they?, and,

How they ars measured? Arother section describes ths esti-

mates of the utility cf correct predictions and the disut.il-

-i associated with misclassifications. Naxt, the

cross-validation procedures used for the estimation of the

13



validity ccefficient are described. Finally, the statis-

tical techniques are discussed.
Chapter five concerns results. The first sectioAseals

with descriptive statistics for each of the three razngs,
which includes age distributions, racial and sex mixss as
well as prior education levels. The next section ccncerns
the results from using regression t-chniques. The final

se.ction pr-.sents results in which the dirz.c - sffects of
selecticr. cut-offs are examined with respec- to maximising
total expected r-2turn for the selected procedure.

Chaptsr six is for the discussion of the r:sults. It is
divided intc two sections: expected outcomes and other tfnd-
ings. Particular attention is oaid to across ratirg compar-
,sons.

Chapztr seven prcvias a summary and a s-atemernt of the

conclus-icns and recommendatiors.

14



II. LITERATURE REVIEW

The purpose of this chapter is to review scme of the

literature relevant to selection standards research. Th _

first secticn deals with a general overview of -he technical

and psychclcgical aspects: How should selection standards

be established? What is the ccncept of validity and how Ices

it apply? What types cf experimental design are pcssiblq and

appropriate in this type of research? Then, in more detail

specific thecretical issues are addressed. These are job

analysis, criterion selecticn, predictor selection, valida-

tion and cross validation. The second section reviews

research conducted specifically in salec-ior and/or attri-

tion. These questions are addressed: Wha: vazlablss have

been fcund 7o be predictive of success :n th-e work envircn-

ment? Specifically, what variables are asscciated with

success in a service environment? And finally, wha-t fac-crs

predict success in a Navy environment? The fizal section

rocv4des a summary cf the theory of, and the crevicus

research in, selscTicn.

A. THECBETICAL LITEEATURE

1. Classical Io!,.l

A classical mcdel fcr establishing salecticn stand-

ards is suggested by Drenth (1971). Like most classical

approaches it is prcbably never rigidly applied, hv.cw.vq

Drenth's suggestion gives a good description of -he s-teps

involved and is a useful starting point for this secticn.

These s-eps are summarised in Table I.

15
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TABLE I I
Classical Nodel of Selection I

Step 1. Job Analysis
Step 2. Choice of a Critericn
Step 3. Try-cut Series of Tests I
Step 4. Testii2 of Experimental Group I
Step 5. Validation of Tests I
St p 6. Cross Validation
Step 7. Tests in Final Form

Source: Drenth,P "Theory and Methods
of Selection", 1971.

The first task -s a job analysis in order that -:e

psychological requirements of the job can be understood. In

this step it is necessary tc convert -he descriptio.- of h.:

job into specific factors or variables which are d:fi.e1

and, hopefully, are masurable. The second task is tc de-er-

mine -he criterion which is the operational means of

measuring an employee's job performance. A knowledge of -he

criterion value should permit a ready Iifferen-iation of -he

qood e=fcrmers from the poorer ones. Ileally, _ will be a

metric or ordinal scale which will indicate ranges or grades

cf performance. In the third step, -ne job analysis is asei

no make an 'educated' guess as -o wha- kinds of tests or

other factors are ixpor-ant for prelicting success in ,he

job for which the standards are designed. The preceding

s-ps are necessary precursors to the next group which deal

with the empirical pcrtion of the process. The fourth step

consists of the try-cut (or pilot) tests which are adminis-

tered tc a representative sample of the population for which

the standards are to be developed. Scores or results are

recorded and retained while -he employees are given a periol

16



of t.ire tc perform on-the-job. In step five, these subjects

are measured on the performance criteria devaloped in step

two, and the results are correlated with the test sccres

gathered in the previous step. From this analysis th mr-t
cf each test is determined leading to the a choice cf tests

most useful for selection and their appropriate cut off

scores. Step six is critical: :he cross valida-ion c4 the

selection standards fcr new group of subjects. I= this s-:ep

the same p:ccedure as applied in steps th-pe to five 4s

repeated using the chosen selection tests. SteD seven is

largely administrative. The selection tests are se- up in a

standard form. For small organisations this step may not be

essential, but for larger ones the standardization of the

tests is highly desirable, espec: ally where there may b

several different testing stations.

The Drenth classical model is a very simplistic

scheme of the procedure for establishing selection stand-

aris. For one thing, it appears to assume tha- the -rqaniza-

tIon has no selecticn procedures in exis-encq, silply

allowing individuals to drift in-o occupations. While it may

not be strictly formalised, the organization probably has a

good nction cf wha- is required in the job and applies this

informa-_ion as a screering device. Despite these limita-
tions, th- model alludes to scme v:.ry important fssuss which

are discussed 4n nae subsequent paragraphs.

2. Val id-t and 1arch Desin

Validity is a very impcr-ant issue. In the simple

case above, it is described as some means cf comparing the

selection test results with subsequent performance in -der

to validate selection standards. Validity answers the ques-

tion: dc these test scores tell us a sufficient amount about

the individuals' subsequent perfo-mance so that, based only

on a kncwledge of their selection test results, one is able

17
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to chcose the be.tter perfcrmers. Statistically, i- ts

usually repesentel by a correlation ccefficient which

expresses the degree of association between the selection

test scores and the measure of subsequent performance.

Two main types of research designs have been defined

with respect to selection validation. These are predictive

and ccncurrent validity (see Tiffin and McCormack, 1970).

Predictive validity is that implied in the mods! above:

selection tests ar? given to a group of applicants and then

at some later data, criterion measures of performanc- are

made. TI~e test sccres and criterion measures are then

compared. For concurrent validity design, the tests scores

and criter-cn measures are ga"har d virtually at the same

time. For both types, the tests, or a subset of the tests,

are ccnsidered valid, if the correlations are large encugh.

Until recen-ly, the predictive validity design was consid-

ered far superlor than concurrent validity approach (Drenth,

1971). However Barrett et al (1981) persuasively argue that

the evidence does not support this position. They suggest

t-at a large number of independent studies, includirg a

recent meta analysis cf 537 separate studies, have indicated

virtually nc difference between the magnitude of the validi-

ties foind for concurrent and predictive designs. They l'so

cite one researcher who specifically compared -the two

designs in a national validaton of selecticn procedures for
male t:.ansit bus drivers and found that the validity

coefficients were comparable. These argum;nts are

convincing but what are the significant differences between
the two validation designs?

Guicn and Cranny (1982) suggest that the key differ-

ence is that for oredictive designs there is a lapse of time

between test and criterion measurement whereas in concurrent

designs the measurements are made simultaneously. However,

there is a second fundamental difference between the two:

18



predictive designs invariably test groups cf applinants,

rather than employees, as tested in concurrent designs.

There are some problems for concurren- designs in relation

to the restriction of range of tests scores. The employees

who are the subject of concurrent designs have been prese-

lected ccntributing tc a narrowing of the range of data. As

is notad by Hammer and Landau (1981, p. 576), range restric-

tion shrirks the feasible range of the correlation coeffic-

ient; that is, its feasible maximum value becomes less than

one. Predictive designs are not completely free frcm corre-

lation prcblems, since there is a time difference between

tests and criteria. Scores on the latter may well be due to

factors cther than those implied by the tests sccres.

Intervening variables (e.g. training factors, motivaticnal

changes) could also inhibit criterion perfcrma nces.

Additionally, a-ttziticn may reduc- the size of the group so

that there are fewer individuals available for criterion

measurement than were crginially tested. it can be seen that

both concurrent and predictive designs are susceptible to

shinkage of validity coefficients.

While it seems only logical for an organization,

particularly a large one, to have valid selec-icn procz-d-

ures, government regulation has a significant impac- or.

these prccedu-es requirin g employers to have selection

systems which hav . been tested through a general validity

model. Hsu (1982) Fcint.s out that the UnifOrm Guidlines on

Employee Selection Procedures (1978) specify "that a neces-

sary condition for use of a selection procedure, when that

procedure produces adverse impacts on the hiring rates of

certain minority groups, is that this prccedure be demons-

trated valid" (Hsu 1982, p. 509), but that this is not a

sufficient condition for its use. Hsu explains that for an

organisaticn to use any existing selection procedure that

produces adverse minority impacts, it must have higher

19



validity than alternatives which have no adverse impacts.

many civil actions have been won during the last decade by

employees (see Rowland et a, 1980, pp. 64-85) against

employers who have had selecticn systems for which -he

validity has been unknown or inadequately established. So

there is a considerable amount of external pressure for the

organization to, first, know what the validity of its

procedure is, and to, second, establish, in -he case that

there are adverse impacts, that there is no alternative

system which is equally valid that wall prcduce a less

adverse impact.
Givr=n this general overview of the technical litera-

ture, it is now possible to deal In more detail with ctrler

issues.

3. Job Ana l!s is

It is probably a fairly safe assumptio. tha- very

faw attempts at introducing selection standards begin wi-h a

thorough job analysis (such as is described in Dunnette,

1976, Chapter 15). This is sc for a variety cf reasons, no-

the least of which is that :t is very time consuming and

rsquires a consirderable amount of effort with, at best, verv

itt-le by way of quickly identifiable return for these

laoours. A job analysis is not part of thiJsresearch, but

Chapter IV incluides a brief job descriotion of the three

Navy ratings involved, :. order to put them in- ar. appro-

priate context. Presumably -.horough job analyses have been
dons for mhese ratings and used for the development of the

selection Frocedures.

4. Cri-terionSelec-t ion

Dunnette's book ("The Handbook of Industrial and

Crganizational Psychology", 1976) has two excellent chapters

on -he selection of an appropriate criterion, which is the
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second step in Table I. This is perhaps the hardest step of

all and has been one cf the "key problems in industrial and

organizational psychclogy, as evidenced by the massive

efforts designed to clarify its theory ani imprcve its

measurement" (Smith, 1976, p. 745). Smith specifies three

requirements of a criterion of performance:

a. that it be relevant of some organizaticnal or

individual goal, but neither biased ncr trivial;

b. that It be reliable and "involves agreement between

different evaluations, at different pericds of time

and with different although apparen-ly s--iiar

measures" (Smith, p. 746);

c. that it be practical: that is, available, p1-!u s-

-itle and acceptable to those who will use it for

dec4s icns.

An ther issue that has received much resarch is

the choice between a single performance criterion and

multiple c::te In the classical model, the emphasis was

on a single criterion which met all the requirements

menticned above (Guicn, 1976, p. 783), but the weigh- of

recent crinicn is towards multiple cri-eria (Smith, 1976, p.

747) . The first argument in favour of the multiple criteria

solution Is on logical grounds: the various Fcssible

crite-ia are all different ways of measuring -he same

uni-ary conc-.pt and using more than one measure gives a

better estimate cf this concept's true value. It could bq

that two individuals with equivalent total perfcrzances

could achieve these results through quite different behav-

icur patterns. The cther arguement for multiple criteria is

empirical: "an overwhelming majority of studies involving

statistical analyses of sets of criterion measures finds

that these analyses rarely yield a single general
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factor...several critericr measures are necessary tc acczun-

for the variance in a criterion correlasion matrix" (Smith,

1976, p. 748). The choice of criteria and how to ccmbirne

them are difficult processes and must all too often bq based

cn ccnvenience rather than their rlevance te. long ,erm

effectiveness.

Several recent studies have proposed the use of
utility concepts in perfcrmance measurement which could be

used as a criterion (landy, Farr and Jacobs, 1982; Schmilt

and Hunter, 1981). Utility concepts include such things as

the number cf successful emplcyees hired, increases in the

average level of pertcrmance, and the amount of savings in

dollars and cents, as a means of evaluatir.g the effects of

various selection strategies. Most recent applications of

u--ility ccncept.s deal with the value o -the crganisa-icn of

the hired individual which was derived by astimat -ing -h?

average value and the standard deviation of perfcrmance

expressed in dollars. These criteria as -hey stand are

inappropriate for the present study, but the appiicaticr. of

u-t _ Iity analys.s I s discussed below in relation to the
determinatict of optimum cutting scores on predictors.

In additicn, Smith (1976) suggests several cther

variables which have been found ,useful as providing "hard"

and "soft" criterion measures. Under the hard categcry are

tardiness, absences, accidents, tenure or turnovr, salv.s,

production, Job level and promotions. Even these may contain

some soft elements largely due to the effects cf human

juagments. The soft criteria are -hoss which invclve -he

use cf rating scales, usually completed by supe.visors.

There are a large number of sources of rating scale .rrcr,

and an even larger number of methods to minimise their

effects (see Landy and Farr, 1979; Smi-h, 1976, pp.

757-764), but these will not be considered in de-ail here.
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5. Predictor Selection

In trying to select tests which may serve as pred-

ictors, Gulon (1976) sugaests three criteria:

a. complex behavicur (i.e. the criterion) cannot h, fully

predicted by simple means, thus a single predictor is

usually inapprcpriate;

b. complex performance is a function cf the individual,

but cnly tc a certain extent, therefcre in thinking cf

predictors, it is pertinent to go beyond individual

traits and include situational and demographic varia-

bles as sources of potential prq.diczors; and

c. complax behavior is not likely to be optimally ;red-

icted in precisely the same way for all peoples whil _

it is nct feasible tc have prediction equations for

each individual, it may be possible to devslop

different equations for logically different subgrcups.

Hq alsc suggests many publications to consult (e.g.

Ghiselli, 166) which provide a summary of predictive valid-

ities for various job categories, by type ,f predictor and

by type cf criterion. They are, he suggests, a good sTarting

poin-.

6. ValIdatie.

1c this point -_h- ccncept of validity has been

described as a correlation coefficient which expresss -.he

relationship between predictor and criterion measures.

However, this concept can be extended. As noted by Campbell

(1976), the correlation coefficient approach to validity
implies:

a. " there is one normally distributed crit erion or

criterion coMpcsite;
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b. there is one ncrmally distributed predictor c: cred-

ictcr composite; (and)

c. the relationship between them is linear and homcsce-

dastic." (p. 205)

These are stringent conditions and are often vicla-ed. Hq

further challenges the practical use of a valiity coeffic-

ient: hcw are docision makers to usq say, the value of .55,

in determining which of a group of applicants shcul be

selected? The ccefficient says littlq abcu- how tc prcduce

the desired outcome. Provided the above thre - ccndi'icns

are met, the validity coefficient is useful for desermininq
which cf a group cf prEdictors is more aporcpriats for

sel-ction hut Campbell describes wha- he calls "decision

centered" validi-y as a more useful approach.

With a decision orientation, selection research is

viewed an attempt to predict discre-e cutcomes c7 a

criterion which is categorical in nature. The ca-teqozi=s tc

he predicted rare made up of those who succeed aaainst those

who fall. The task for the predictor -hen is to establish 1
"cutting" score which maximises :he proportion of correct

predictions. But how is tho proportion of correct nredict-

ions to he defined? In -he equations below, the figurss A,

B, C, and D all refer to the numbers of perscnnel by
predictor/ cri-erion outcome. A ,s the number who are pred-

icted to pass the criteron and who do, in fact, pass. B 43

the number who are correctly predicted to fail -he

crtericn. C is the number who are predic-ed to pass tut who

subsequently fail the criterion. Finally, D is the number
who are predicted to fail but who would have passed. Using

these figures, two examples of how the propor-ion of correct

classificaticns may be defined are as follows. One nethcd,

Equation 2.1, is tc take the proportion of correct class-

ificaticns over the total number to classify. Ancther
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apprcach, Equation 2.2, takes as the statistic the number of

successes cver the total number who pass. There could be

other possible definitions. However for both esuatio-.s, he

idea is to select a "cutting" score on the predictor which

maximizes the value cf the expression. What is fcraot-en An

bcth these definitions is that each embodies a value judge-

men t in the way the statistic is defined. Equation 2.1

C? = (A + E)/(A + E + C + D) (ean 2.1)

CP = (A)/(A + C) (e,'n 2.2)

applies an equal weight to both correct predition cutc-mes,

and dces nct distinguish between the -wo tves of error

(catoegories C and D in the equations) in :rns of -h~ir

(negative) value to the organisa-'on. Equation 2.2 anores

completely the outcomes for individuals who i.:- c n;n --i
predicted success grcup, in effect assigning a value of zero
to each cf these outcomes. The quesz_:on arises then as to

what values should be assigned to each cutcome for 7ha four

Dossbil i , iv-n in the quations, 7o derive an a.-:o-

priate cutting score?
The answir jie CS 4 - application cf the ccnoec: of

utiity which was referred to briefly above. As described by

Campbell (1976), utilities are estimated for each :utcome in

Equaticns 2.1 and 2.2. For simplicity in the folowinq

discussion, -he terms pass and fail -efer to cri- sr on

results whereas positive and negative refer to predictor

score results. Thus, outcome k is a pass/positive olitcome:

these members are correctly predicted to pass on ths

criterion. An example of the application of aniliies and
how they are maximised by varying the cutting score iS given
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F TABLEII

Tctal Expected Utility for a Predictor Cut-off Value

I A. Fixed relative utilities for each outcome

success -510

I Failure I 10 i -30 I

Predict Predict
Failur -  Success

E. Probability of each outcome for a cer-ain cut-off

Success .16 .241 .40

Failure .418 .12 I .60

Predict Predic-
I Failure Success

C. Pzcducts cf utilities a., probabilities

Success F -. eo 2 1I t----

Failu re U.S -3.6 !

Predict Predict
Failure Success

I ctal -_xpscte d utilitv for this cut-off = 2.80

in Tatl-- iI (this example is very similar to that giv-n by
Campbell, 1976, p. 212). As can be seen from Tab!_ II, par-

A, the pass/positive outcome is aiver a value of 10 units of
utility which is the same vale as -the fa il/neaat_ ve

cutcome. This implies that it is as valuable to th _ o-:aa.i-

saticn tc predict a success as it is to corrr.ctly predict a

failure. The negative signs In -he other two cells sugges-
that each cutcome iS a disutility -c the oganisa-icn.

Further, It is clear that the relative values in these cl.ls

indicate that the disutility of incorrectly identifying a
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failure, is far greater than incorrectly identifying in

individual who would have been successful. In fact the

former disutility is six -iaes as great and it is not liffi-

cult to see why this would be so. kllowing a future failing

individual in to the organisation is much more expensive

because of the larger amount of investment which is lost

(e.g. training expenses, salary) compared with -he rela-

tiv-ly small investment lost on the rejected applicant who

would have been a success. The question remains howc.ve. as
-o hcw tc use these utilities in the deriving seleclion

cut-c ffs.

To see how the utility values are used for deter-

mining the effectiveness of a selection procedure, it is

necessary to examine all three parts of Table II. Part 3
shows the proportion of the sample residing in each cell

based upor a cut-off score on the predictor. It foreclsts

that 38% of the applicants will be successful. Treating

these cell en-ries as a probability of belonging to tha:

call, it is now possible to calculate the .xpected ,itility

for each cell by multiplying the probability by the corres-

ponding utility. The result is shown in part C of the table.

For a cu~tng point cf 381 predicted successes, the tctal

=xpected utility is simply the sum cf each of these cells:
2.9 is -he expected utility for this particular cutting

score. Using this same procedure -he next possible cut-off

score on -he oredictcr can be evaluated. Clearly, this

cut-off will mcst p=ztably produce different proportions of

casess in .ach cell, which will in turn change the value of

the total expected utility. Continuing this process for all

pcssitle cut-offs produces a total expected utility for each
cut-off level. The cut-off which should be chosen is the

-ne tha- faximises the expected utility. Of course if all

cut-off levels result in negative expected total utility,

then the selecticn device is of no us. to the organisation

and it should no- be used.
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Within the US Navy setting, it is possible to make

estimations cf the various utilities associated with each of

the four possible predict-r/criterion cutcomes through ccst

and Frductivity analyses by rating. Utilities for three of

the four possible outcomes appear to be relatively straight-

forward, prcvided some simplifying assumptions are made.

These three (associated with A, B and C in the equations)

may he esti'mated frcm the Billet Cost Model (Assessment

Group, 1S83). However, the disutility of the other cell,

misclassified pass (r in -the equations) is more difficult.

For the defense force the disutility of this outcome is very

much a function of the recruiting market. During lean

recruiting times, when quotas are hard to fill, to reject a

poteantially successful candidate has greater disutiltiy than

it would in the current recruiting climate. The utilities

associated with the cther three cells should be imervcus

to such fluctuations. The actual derivation of utilities is

discussed in the Methcd chapter.

7. Cross Validation

DepEnding on the statistical technique employed, the

results cf selecticn. standa=ds research will be effected by

certain characteristics specific to the sample used in the

study (Weiss, 1976, p. 332). This means -hat the results

will reflect not only the true relationshios hetween the

critericr and predicto r variables, bu- they will also

reflec- relationships which ara uriue to that particular

sample, and this uriqueness may not be generalised tc the

populaticn. To avoid these problems selection results are
usually cross-vali dated.

It is not necessary to cross-validate in the same

manner which was described for the classical selection

model. This woul' involve the complete replication of the

original research on a new grcup of subjects. lore efficient
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" V -..-...

and less costly methods are available. Campbell (1976, p.

214) describes what he calls the 'double c:oss-valila"_ in'

design. Here the sample is randomly split into -wo equally

sized suhsairples. The statistical techniques are applied

independently to each subsample to derive the decision rules

for the final version of the selection device. The decision

rnles for subsample I are applied to subsampli 2 and the

validity estimated. The decision rules for subsample- 2 are
applied tc subsample 1 and another coeffic.. is calcu-

lated. The average of these two coefficie.nts gives the

validity for the proc-durss. Ideally, of course, the dci-

sion rules for each subsample will be essentially the same.

Marked deviation between subsamples indicates -hat -.her

cne cr bcth re.sults are sample specific and therefrae -hey

would be suspect.

The double cross- validation design could 1pply

equally well to tte utility method for estimatina the

optimal cut-off vaIues. Cu--offs could be determined on

predictors for on grcup and then compared with the cutoffs

derived froc these same predictors on the other subsamp!s.

B. RESULTS FROM PREVIOUS RESEARCH

As was indicated earlier, therae is a great deal of

research li-erature cr perscnnel s-lection within organisat-

ions. This includes studies focr almost every conceivable

employment type both across the community an:, vwnnn and

by, the services. The purpose of -his sect ion Is tc include

sufficient cf the previous research so as t o get - basis for

fcrmulating research hypotheses in the next chapter. It is

neither intended nor claimed that what follows is an all

inclusive review of personnel selection research.
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1. General Results

The history of mental testing is iitertwined with

that cf personnel selection in organisations. Puring :ha

1950's and 1960's, many organisations adoptsd the IQ as a

standard measurement for use in selection and placement in

virtually any employment setting. But the whole area of

human ability testing, including the concept of IQ, came

under fire in the late 1960's. The civil rights movement

had a Ict tc do with this, as articles and mcnog-aphs (e.g.

Jensen, 1S73) indicated that there were significant mincrity

score differences or these tests. Further, there were

claijs that minority groups wer- disadvantaged, through t-s-

bias, by organisations which employed psychological tests in

their selection procedures. In a recent article Carroll and

Horn (1981) sought tc make a distinction between the science

and th- applicaticn of human aoility measurement. They

claimed that the science of human abilities was in a "hase

cf ccnfusion (as evidenced) when ideas about human abilities

are regarded as equivalent to ideas about IQ measurements

(and) that valid criticism of particular applicatnons of

measurements are not, in general, crit'icisms of -he science

cf atility measurement" (page 103). They argue that there

is no particular fault wi-h the scientif:c aspects of human

ability measurement, cla:ming that 80 of the variance of

ail-t y - ifferences _s accountable in test measure2int, ind

suggesting that the application of these tests has caused

the difficulty.

Schmidt and Hunter (1981) also discuss this issue,

but in a more applic. sense. They have derived, over the

last five years or so, a procedure for evaluating the signi-

ficance cf individual validity studies, in which they say it

is scmetimes difficult to detect the presence or effect of
sampling bias. Specifically, they directly address many of
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the criticisms cf mental testing put forward in -he lzst:
decade. These include the notions of Low utility (seiectiJor
procedures have little direct bearing on o rg an is a tio na
pro iuctivity) , test unfairness (selection procedureas are
biassed against minorities) and test invali-dity (selection
test validities may be situation or job specific and not
truely general) . 4umerous recent studies ars referenced in
suppcrt cf the idea that selection prccedurss 'Lo no.t have
low Utility. This leads to the conclusion that the pct ential
effects of emplcyment :esting on productivity have hzeen

under es i mat ed. The authors deal with zns unfai:nesss by
saggesting that the factors causing low test scores also
produce pcrzer job performance, foz both major-ity and

minority groups. They conclude that employment tssts ic no-

cause adverse impacts against minorities and - hey s;7-e, m t o

support Jensen (1980), whc d-amonstratei that when mfncrities
are selected on procedures developed on wh--':e samres -h

minority group is favcured (see Jensen, 1980, p. 515). The

third issue cf test irvaliditv is similarly :gupd with lie
presentaticr, of many studies whi';ch support -:he notion -:han

te:sts are valid for smploymennt prediction. One relevant
astudy shcwEd -that when jcbs wera grouped acccrdirna "t41c
complexity of in for=mati-on-processing requirementE, the

validities cf a composite of verbal and -uantiJtani.-ve abili-

ties lc: pred-'c-::ng on-the-job performance varied from .5o

for the highest level job t o .23 for the low,;sn:1 (pag4

1133) . This Is a - interesting finding ccnside3rina thz

emphasis in this -thesis on selection. for va:--ius complexity

leveSS. It suggests,, f irs t, that cognitive ability shculd
be valid for predictirg job performance and, seccnd, that
the validity should ircrease with job complexity. Smith and
Hunter reach three conclusions:

a. pro fession ally develcped ability t -3st:s are valid
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predictors of performance bcth on-the-Job and In

training fcr all jobs;

b. ability tests are fair to minority groups as they do

nct underestimate the expected job performance of

minorities; and

c. ability tests used in selection can effect hugs labour

and cost savings in an organisation.

In contrast to Schmidt and Hunter's paper, which

makes a frcnta! attack on thz critics of atility testing,
FEilly and Chao (1982) examine the validity and fairress of

some alternat-ive sel-cticn procedures as is zeguired by

governmenz r.gulai c.n where there are advsrse minority

effects. Cf the eight alternatives, two a-e relavant ror

the present study. These are bicgrahica. data and acadsmic

performance measures. Biographical data is that -ype of

informaticn usually given by an applicaticn for a job, and

includes such things as age, numbeZ of years schooling,

marital status and number of dependents. rhese data have

been successfully used in predic-ive cross-valida ted

st-dis rqturning validities nct as large as for ability

tests, but sufficiently close to suggest -they could be a

feasible al-ernative. Academic performance measures, such

as grad2 point averages anrd course resul-s, have not faroA
so well. Validiies based cn performance criteria for these

i-ems have teen ither insignificant or extremely low. They

are nct :eccmmended as an alternative.

In sum, t herefcre, it is clear that mental _ ability

tests are relatively valid predictors cf job performance in
virtually all settings, and that biographical data are also

useful and valid as predictors. Higher validities have been

found for acre complex jobs when compared with jobs cf low

complexity.
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2. Military Research

As was indicated in the introduction, the m-iitary

has been a very fertile ground for research in, and the

application cf, selection standards technology. Almost 150

studies cn the US miit ary were recently reviewed by

Vineberg and Joyner (1982). These occured baetween 1952 and

1980 and were selected because they were job performance

rredicticn studies. The authors' paper deal: with critarion

and predictcr variables and the usual technical measuare of

validity (i.e. the correlation coefficient) associated with

different ccmbinatlons of these variables. This extensiv.

survey article is discussed in the next few paragraphs.

Vineberg and icyner categorise the criterion varia-

bles used in military studies into three types: rcficiency,

job performance and suitability. Proficiency variables are

cbjective type measures of either job knowledge, task an'/or

task element performance. Jcb performance is expressed as

either glcbal ratlngs, job element ratings (both of which

are subj.ct to the rating scal errors referred tc abcv.),

proluc-ivity (appiezd only to Army r-cruiters) and the grade

or skill level obtainel. The suitabil-ty criteria are male
up cf such things as length cz service, completion of

enlistment term, misccndnct meas-ur-es and recommendati::ns for

re-enlistment. Within and across tnese subd:vt::cns the

best msdian validities obtained were for job knowledge

(.40) , task performance (.31), suitability (.24) and global

rating (.15) from a total of 350 validity coeffients. eased

on t hese values, the authors conclude that the task perfcr-

mance and suitability validities are high enough to suggest

they would be useful in selecting military personnel.

Many different types cf predictors have been used as

the independent variables in selection rasearch. The mcst

popular is aptitude (e.g. mental tests), followed clcsely by
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biographic ar.d demographic variables. In most aptituA

studies at least one cther type of predictcr was used. Age

and education level (.xpr.ssed as number of years schooling)

were the most fraquently used biographical variables. Wher.

predicting suitability criteria, the variables age, m-nta!

ability and educaticn have consistently beer found tc be

significant. The median validities are: education (.36),

mental ability (.24) and age (.21). When all three cf these
variables are taken into account simultanecusly, -hpn va!ald-

ities have ranged from .24 to .39. Some evidence Ls

present ed which suggests that when some early (iirtary

experiences are taken into account (s.g. ra:.nas a- recruit

training), then the validities for predictcin range from the

.40s tc the .60s.

While the auit hor s conclude that the re.search

suggests the usefulness of these predicto_-s -to forecast

perfcrmances on these criteria, they maka two rIlev ant

ooints abcut the relationship of :he variablss and how the

validities xay be imprcved upcn (page 22) . The first point

is similar to one made earlier in this paper: there are

2-kaly :c be mazy important 3ifferences within and across

jobs, and these need to be taken into account when theor-

ising about what kinds of relationships exist. Jobs may

differ in terms of Job difficulty, the leves! of affectivI

ceiling of performance and how many of the encumbents reich
this level cf cerfcrmance. These kinds of fac-tors effec-

what the criterion measure should be and how it shculd be

measured. The present study hopes -o address specifically

the issue of job complexity.

The second Ecint is that predictor and criterion

ralationships are not likely to be static over time. With

experience cn-the-job, those predictors which were useful

for predicting "-arly" criteria of performance tend to "wash
cut". It may be that as training and experience tend to
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make the differences in technical proficiency smalle- and

less significant, then predictors are less able to discr:=.-

nate between the performances. These points tend to empa-

sise the nction that the expected relationships cetween

predictors and criteria might not be found in a sample, but

also that there are probably many alternative explanations

for insigrificant results.

Studies of pr.dicting military performance have beer

done in other ccuntries, with similar kinds of r-sul-s.

Scme of the more recent ones are summarised by Johnson

(1982). An earlier paper, quita relevart to the present

study, was done by O'Gormar. (1972). He s-unied regular

entrants tco the Australian Army and found that a total of

ten pre-erlis-:ment variables combined n ninear mul-iple

regression were useful in predicting an f fect veness

measure of perf crmance. The c nt-erion consisted of

assigninq the value "1" to those who did not complete :heir

service for reasons cthe:Z than death or illness, "2" :C
thoss who completed three years without Promotion, and "3"

to thcse who completed three years and who were promoted to

corporal cr higher. The signifIcan-: predictor variables

included age, mari-ai st atus, apti-:ude scores (gens ral

ability and clerical ability), -;s ults on a psychiatric

inventory, birth ord.r and prior service.

Mcre specifically for the current thesis, there has

been some recent pilot research (Lurie 1981) about det=r-

m'ining se-ection standards for the Ships Serviceman ra-ing.

in this study Lurie attempted to relate pre-entry variables

to an improved criterion of Navy success: rather than the

survivability of recruits during their first t-rm he
attempted tc employ a job performance criterion to determine

selection standards. His criterion was a combined advance-

ment and sur v iva la bi -- ty measure, the object being to

vredict this variable given AFQT score, age, number of
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TABLE III

Percentage of SHs scoring below designated AFQT Score

Grade AFT- =< 20 AfqT =< 50

E-2 50 85
E-3 45 78
E-4 34 70E-5 30 62

Source: Luri-e,P.E. "Relating EnliJstment St-andarls I--- to Job Performance: A '_io t -i
ror Two Ila Ratings"CNA No. u 1_348.i'o1 15 Jar 1981.

primary de.pqnden-s and years of education for a cohcrt group

of enlistees. His study used a cohort which joined the Navy
in 1973, and records of their service were available up

until 1977, allowing for advancement zo F5. Regression

models were used in calculating the r=slationships betwe=n

'he variables which allowed fcr the constriction of "servic.

s-atus" prohabilities. These probabi.i-.ites show for various

amounts cf time In service the likelihood that the sailor

will he either advanced/demoted to a particular rank, or

discharged from -he service. without controlling fcr -duca-

ion, urie's data (see Table III) show an expected rela-

tionship between grade and AFQT. While the numbers are a

little confusing, i t is clear that as rank increases then

the proportion of low AFQT scores leclines. However, wha-
is not cbvicus from Table III is the combined effect of high

school graduation and AFQT. Lurie found that high school

graduate enlistees with higher AFaT scores, have a better

chance of advancement to E3 and E4, whi.le the lower AFQT

scorers have a higher rate of attrition. For non-high school

graduates, the probabilities indicate that recruits with

36



joy- ev A -h hih-scr=

l~qrefoFtp.rform those with the hherccr-.

This rather striking result cannot be attributed to ix-f:--

ential attrition rates as these are virtually identical for

bcth low ard high AFQT scorers. Non-high school graduate

recruits with lower AF Ts advance more _ick!_ to E4 ad E5

than do high scorers. On the other hand, hiah score:s have

a much highr chance of bein reducel in rank than the low

scorers. Lurie suggests that perhaps non-high schocl g-adu-

ates with high AFQTs are dissatisfied with their placement

as SHs believing they should be better employed. qoweVr no

data is presented to support this notion. His overall

conclusicn is that it appears feasible to set enlis-msent

standards for th-s rating based upon performance criteria.

Unfortunately, his recommendations do not suggest any new

standards.

C. SUNMABY

1. T hec_

It is now possible nc give a short summary of the

theoretical lite.ature in this chapter. This is given in

point form.

* there are both intrinsic azd etrinsic pressur:s for

an organ:sation to be interested ard able -c validat-

-. s selection Frocedures.

* validation of selection standards car ta ke either the

'predictive' or 'concurren:' research deslgn as they

produce equivalent results.

* all selection research should begin with a thorough

job analysis sc that relevant information is cbtained

to assist in the development of both criterion and

predictor concepts.

" certain principles are known which assist in the
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selection of criterion and predictor measures.

" validity coefficients are susceptible to shriinkage

due tc a number cf factors which may be controlled or

adjusted for.

" while correlaticn coefficients are useful in selczing

the mcst relevant predictors from a large number of

potential predictcrs and as a technical statistic of

validity, alone they do no: indicate precisely what

the selection Frccedures should be.

" providing utilities can be estimated for the varic,is

predictor/crits=eion outcomes, the decision cen-ered

validity desigr appears the most Drac-:cal and useful

to determine predictor cut-offs whicn maximise -_iitv

and which ultimat.ly determine the selecticn system's

cverall usefulress.

S-the dcuble cross-validation deslan _s a means cf cver-

cc ing some Scurces of sample sec:fic ties in

selection standards research.

2. F iriicaI Results

From the ev4-ew of previous studies t-he fcl!cwina

points may te sunmarised.

* intra- -nd inter-job differences (e.g. comixi-::v) are

lik-ly to effect the relationship between predic-or

and criterion measures.

validity coefficients for more complex jobs are likely

to be higher than less complex ones.

r=_laticnships between criterion and predictor vari-

ables are not likely to be stable over time as

training and experience appear to "wash cut" these
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relaticaships by re ducing dif ferences in cri-;t ezion

rs:formances.

" s~girificant predictor msasuzes found in mili-:ary st-ud-

iss includs age, mari-:al status, education, abilit y

trest scores and othsr biographical variablecs.

* critrin measures used previ ously i:n the x- I 4iary

have iLncluded the followiAng c-i--her singly or asz ccmpo-

~s: =s ngth ofc sarv ice, advancemzlnt , :ecommendaki cns

for re=-en!listmsnt and variLous misconduc-t me-asures.

* scme recent studies (e.a. LuriJe, 1981) have ernphasiSal

the unusual modera--ing effc- some va~iabl=es may h:ave

cn predictcrs.

39



III. AIM AND PURPOSE OF THIS RESEARCH

This chapter Js designed to make a clear statement of

the aim and purpose of the thesis. It Is a chance to

synthesise the literature survey of -.he przvious chapter

into a form which indicates the expectei cu-come from the

analysts cf the ratings chosen for study. The gener_

design cf -he research and a statament of the researoh

hypotheses are also given.

A. PURPCSE OF RESEAECH

The cverall purpcse of -the present :esaz::h 's tc analy-

sise the available data on a cohort of entrants to three US

Navy ratings in order -o test the possibility that the

current selection prccedures ran be iiproved. The ratings

are Ships' Serviceman, Personnelman and Aviation Technician.

The study involves -he development of selecin standards

which it is hoped will enhance the -.Ta! efect.ive perfor-

mance of future entrants to these ratings.

There are several seccndary puzposes. Inter-rating

differences will be examined in :elation to the level of

complexity cf each rating. To this end, ra-inas hav- been

chosen deliber-ately with the in-entiin of having a wi e

p:ead in terms cf jCh complexity. Tae r.search is ntsrded

to examine ra-ing differ-ences with respect t d'ff=rnt

crnteria cf pe:formanc , both Z: single and compcsite

measures. Finally, it 4s intandad to apply -he concepts of

utility analysis (that is, applying esmima-es of the ccst

and the productivity of sailors) as a means of delermini - c

the selecticn prccedure which will yield the maximum pay-off

in terms cf total expected return to the Navy.
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B. AIM

The aim of this thesis is to investigate the po-sibi -lity

of imprcving the selection standards for three US Navy

ratings.

C. EESIGN

In terms of the theoretical li:erature, the design of

the tresent study is more 'predictive' than it is 'concur-

rent'. It is not strictly 'predictive' in the classical

sense, as it does not include data on ill applicants for the

US Navy, but rather has information on applicants who were

subsequently enlisted. The research is somewhat 'concur-

r.nt' in that sailors within a rating are included fo-

analvsi s provided they met at least one of the threge

criteria of inclusion discussed in a late: section.

After the selection of appropriate predictor and

cri:ercn masures, the next feature of the design is the

'isa of double cross-validation coefficients as an ov.rall

gaugE of the usefulness :f the relationship between pred-

ctors and criteria as a selection tool. This involves th-

randcm sp.litting of the total samplE into two halves, devel-

oping a lincar regression relationship for each half, the-n

testing the :or:elation between oredictions and criterion

measures in opposite halves, and ave.aging these corrla-

ticns t ge- an average validit-y cefficient. in essence,

using tha. data from cze half -o predict -he behavicur of ths

other half.

Using these linear regressions models, it is intended t-

apply estimates of utility and d.sutility the extent

-o which a particular selection outcome gives a positive or

negative -eturn to the eiplcyer) in order to establish the

optimal cut-off value of predictions to maximise the tctal

expected utility. This cut-off value will be expressed as a

41



percentage :mprovemen- on the total uzility obtainable when

the predictive equation is not used.

The design also includes an analysis of the effects of

moderator variables (these are variables which interact with

the pr:edictcrs). One of the most important in this study is

job complexity. Others which have been shown to be_ signifi-

cant in other studies, and which w:il be addressed in -his

study, are race and sex.

D. RESEABCH HYPOTHESIS

While this research in mcre emoirlcal than thetry based,

it is possible to formulate at leas,: -o research hypctl-heS

based on past firdings.

1. Hvothesi 1

Ag., educaticnal level and men-al abi2.ity/aptizude

will be amcngst the variables found -:o L:r significant r--d-

ictors cf criterion performances.

2. H~pSth esis 2

Valiitt ias of the pre£dntor/criterion r.gression

equations will tend to increase as the level of complexity

of the Navy rating increases.

42



IT. METHOD

This chapter describes the execution of the research.

Cr a section by section basis it deals with: the ratinas

srlected, the data base, the variables used, the subjects

chosen and the statistical analyses employed.

A. NAVY RATINGS SELECTED

As has already been mentioned, the ra-irgs in this Ztuly

are Ships Serviccnan, 2ersonnelman and Aviatien Technician.

They were chcsen because they represent varying degrees of

jcb ccmplexity. Acccrding to a complexity scale (see Sands,

1979) these ratings have values of

a. Ships Serviceman : 40

b. Perscrrelman : 67

c. Aviation Technician : 95

The who!e scale has a range, from 10 -o 99, with a median

value of 70, and the mos- ccmplax _ating assianed a 99.

These ratings th er cs n-ve of the eaOf

ccmplexity cf ratings in the US Navy.

Admittedly, the zatings diffp i terms of -he na-urz of

the work as well as in comple.xity. This couli well be a

significant cause of rating iiff a rences and may influence

the cutccme of the study. A more ideal approach would have

been to select different levels cf complexity within the

same type of employment. However, the data did not allow

such a fine classification of parsonnel.
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Ancther variable which will obviously have an eff-c- on

the outcome of -rhis study is the fact that for all ratings

an existing selection procedure is in use. it requires tha.

entrants exceed particular ASVAB subtest scores, as well as

reaching a certain SCREEN score. The SCREEN score is

explained in detail later, but It is a probability which

represents the chances of the applicant completing -is

D4ericd of service (Sands, 1979). The probability is derived

from a consideration of race, AFQT, marital s-atus and hIgh

schocI dirlcma status. Such prescreening will t1.end to

restrict the range cf both predictor and critericn variables

which will have an effec- on validity coefficier.s.

A general description of each rating, whi -h is -ken

principally from the US Navy's "Enlis-ed Career Guide

1981-82", follows.

1. Shi __Servicemar (SE)_

At a primary level, depending upon -heir spscial-y,

the SH may work in a tarber shop, ship's store, laur.dry, Iry

cleaning plant or office. Subsequeatly they may assume mcre

responsiili -y in surervisory and managerial -oles associ-

ated wi-h retail stores, commissary sto-es and !aundry/dry

cleaning plants. Amcna the distinjuishing characneri-tics

cf this particular rating is an emphasis zn basic interper-

sonal skills. While -the actual empioyment may vary in phvs-

ical sur-curdings and requiremen-s, -ne jobs all have a lot
to Ic with dealing and interacting with other people. An

a --nity for dealing wi-h people is therefore essential.

Although there is no t a requirement for high level ccgni:ivc-

skills, it is ncnetheless important for SHs to be of above

average ability in ar:.nhmetic and in such things as record-

keeping and detail wcrk. After .ecrui.t training, the SH

attends a 6 weeks' ccurse in the trade. There are abCut

5,JOO perscnnel emplcyed in this rating az przsen-.



2. PersonnelmanON)

The Navy's Personnelman is a rating which spec..al-

ises in clerical and counslling duties with :esp-ict tc

personnel. They provide information and counselling to

enlisted sailors related to Navy occupations, opportuni-ies

for general education and job training, pr'.,otion requir.-

ments, and in rights and benefits. After recruit -rairina,

the PN completes a 6 to 7 week tecnnical school. There are

about 7,000 personnel employed in this rating at present.

3. Aviation Technician ATI

The full title of -his rating is Aviation

Electronics Technician. As the title sugges-s, sailors in

the rating are emplcyed maintaining advanced radio, raca

and elactronics equipment that are carried on toard

aircraft. Within this broad area of respon.".bi -y, -here

are three camt.gorie.s cf employme.nz. The AT may be involved

in testing and analysis of equipment, its mai-ntaince and

reipair, and in related adminis - ":ative tasks. Af-a: rcruit

training, the AT attends up ro 6 mcnths of full--ime

schooling, and depending upon whethar -he AT is a four or

six year cbligatcr, he/shq gems on -o do a firther 6 mcn-hs

of advanced first term avionics. The rating .Mployes abcu-

10,000 personnel at present, and -he-e are shor-ta=_s 3f ATs.

B. CATA BASE

The cohort data base was assembled by the 2 e f z ns e

Manpower Data Certre (DrDC) for the Administrative Sciencz

Department cf the Navy Postgraduate School (NPS) . Cohort

data cn some 206,000 non-prior service sailors were obtaine!

through the merging cf three usually separate Navy files.

These files a r- r-ferred to as the D.IDC file, the

Advancement file, and -he Navy Health and Research Centsr

(NHRC) fil.-
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The D DC file contains pre-enlistmenr variables as w-l!

as entry dates and current s-atus. I: was asssmbl-l by

linkirg various copies of the Enlisted Maste Recora icross

time using Social Security number. This number was deleted

in the final cohort file in the interests of privacy.

The Advancem-int file records variables related tc the

.romoticn cf individuals through the alvancemsz system. For

exampla, this file p:cvided values for the Final multiple, a

composite score, which de-remines whether the sailor is

The NHRC file contains many of the same pre-entry varia-

bias as the DMDC file, but records ad ition l Pre- and

post-entry variables. Amonast these are apt-ude scores on

the Armed Services Vocat icnal Ap-italde Ba:tery (ASVAB)

subtests and percentile scores on the Armed Forces

Qualificaticn Test (AFOT). The file also contains such

things as the total number of absenses wit. hout leave

(AWOLs) demotions, desertions and the times for promction

-to various grades (eq number of days to EU). NHRC is the

largest of the three files.

The cchcrt file incllided data from all enlis-ed entrants

t:. -he Navy between 1 September 1976 and 31 December 1978.

No special iata collect or monitoring of zhese subjects was

sat up; rather snapshots .f their progress were taken in

Sept.mber 1982 from the various files to create the NPS

cohort file. The time period aliowd each enlistee the

cppurturity of serving about four yar-s, w:h some being

able to serve as long as six years.

C. VABIABLES IN THE CITA BASE

There are over 260 individual va-iabes in the chor-t .

data base, and -hose relevant for this study are described

below.
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1. Criterion Variables

Three criterion variables are used. one is un-:ary

while the cthers are compcsites. The singular cri-ericr is

total length of service in months. This is available on all

members of the cohort and is a true aetric scale suitable

for regressio analysis. The second crirerion is a Fosi-

tively oriented ordi.al scale. Three mutual exclusive arn

collectively exhaustive categories of crir-erion ou-ccmes are

iien-ified. Those individuals who did nct complete four

years 3f service for other than medical, ieath or officer

entrance reasons, were grouped in the f r s category. Thoss

who ccmpleted four years' service wer placed in ths second

categcry. Those who served four years and werre rated i.e.

tecame qualified in the rating), jraled E4 and reccmm=ended

for re-enlistment were placed in the -hird category. For

the purFcses of statistical analyses, these -:hree cat~gc:=J;

were givqn the values "10", " 20" ad "33" rsspectively.

Since this scale attemot s to differe nziat _ -_ ---t=t-_

sailors frcm the others, _t is known as -:h- '0go0guy' scale.

The third cri-terion is negatively or ented and is known as

the 'hadguy' scale. The first category includes those who

dii not ccmplete four years of service, who had been disc-

harged for negatively criented reasons, and had either

desertion, AWOL or confinements recorded against them and

received a value of "10". The second ordinal categcry

includes those who did not complete four years of service,

or those who had demotions or were not recommended for

re-enlistment regardless of their length of service and was

valued "20". The remainder of the group, who did no-

exhibit any particularly negative behaviours, were placed in

the third category which was valued #30(f.
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While these criteria could be defined in di_._n

ways, they seem to be consistent with the thrlee requi:;o=nts

suggested in Chapter II.

2. Predictor Variables

The following potential predictor variables are

contained in the cohort file. They are:

a. age at entry;

b. mari-al status;

c. highes- educaticn level reached;

d. number of dependents;

e. various ASVAB subtest scores (in :aw score form);

f. AFQT percentile scores;

g. groupings based on AFQT scores;

h. entry pay grade; and

SCREEN score (which is the probab-litv of ccmpletina

the pe riod of enlis-.ment based on aducation, AFQT and

-ace) .

These variables have all been previcusly associated with

predicting cri-e:ion measure.s in military and non military

set-tings. They are consistent with :he three requirements

,or predictcrs mentioned in the li1terazure survey.

3. odpratorVariables

As was pointed out earlier, it is suspected tham

complexity plays a mcderating role. This has been accounted

for, partially at least, by choosing three ratings which

cover a wide span of complexity, and for which different

selection procedures will be developed.
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Race is another variable which may play a mcd:era_ng

role. Provided there are no adverse Impacts for m-cri"i-is,

as measured by hiring rates, it may be possible to apply the

same selection procedures across race, to the rating as a

whole. Alternatively, selection procedures based spocifi-

cally or race groupings may produce a better overall resul-t.

In any case, previous research emphasises wisdcm of takinq

race into account.

Sex is another variable which is believed -c play a

moderating role in this research. In -:his stiidy, thsre is a

sufficient number of white females to perform analyses on

two rating groups (these are PN and AT)

4. Screeninq of the Var iables

While the accuracy cf data en:ries :nto the criginal

three data files is unknown, it is assumed to be ve-ry high.

However, some cases were identified in -he cohort data set

which had impossible values. For example, nC entran- to

tne Navy can be less than 17 years old, but some cohort

members were listed with an entry age less than 17. These

cases were excluded. Similariy, -ach of the ASVAB subtests

has a known maximum number of items, -hus cases w4-h scores

higher than these limits were e xclAuded. 3ecause the

critericn measures all required -hat each sailor have -he

opportunity of serving for at least four years, then -hcss

sailcrs whcse enlistment dates precluded serving this period

were excluded.

The exclusion of cases for these reasons was 'list-

wse'. That is, the case and all its variable values was

deleted. The percentage of cases deleted in this way

amounted to less than 5%.
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5. Estj mat es oZf U4,".I_ 7y

As was argued in Chapter II, if a significant :-a-

tionship between predictors ani the criterion is founi, -her.

estimates of utility for various selecticn outcomes bscome

rmpotant fcr deciding the optimum cur-off on -he predictor

to achiev the best overall selection result. This invclves

determining the cut-off level on the predictor for which

total utility is maximised (see Table II and -e2.atsd discus-

sion). This section discusses the derivation of the .s.i-

mates of utility.

.c estimate the utility associated with each of -!hz

four possible selection outcomes It is assumed that the

Billet Cost Model (see Griffin, 1981, for an explanaticn of

the ccs- ccmponents cf this model) provides :asonabl. _sti-

mates. As is discussed by Campbell (1976), it is the inztr-

cell rat_-ios which are important rzather than the absclute

values themselves. The Billet Cost lodel provides a me'hol

cf approximating these ratios.

Fcr correctly predicting a successful Sailor, who

will complete four ye.ars of service, the total marginal ccsn

is taken as the best estimate of urili-y. This is based on

the assumption that the Navy compensates sailors at -he full

valie of their marginal product. this is prcbably a conser-
vative est.imate as a recent pap er (Butler, 1982) has

suggested. Butler has calculated for th-e Electroniz

Technician Pating, based on the amount of zzaning dollars

the Navy spends on these sailors and their sxpectel t otaI

service, that the Navy must expect a return In prcduct

considerably in esxcess of rating billet cost. Nvertheless,

the tctal billet cost figure is accepted as the best .sti-

mate of utility for this outcome (i.e. correctly prpdicting

success).
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An estimaticn of the disutility of predicting

success, when in fact the sailor fails the criterion, s
provided by the rating cost estimates of Balls annd

Clay-Mendez (1982). Basically these data come from the
Eillet Ccst Model, but include only a few of -he elaments of

the criginal model. The Balis and Clay-Mendez cost amounts

are the average replacement costs by ratings across so

called quality gradings. The cost of the replacsment of the

highest quality grading is used in the present study as the

es-imats of the disu-ility cf falsely predicting success.

R elevant product/cost figures are not availabl - for

'..e utilities associated with applican-s who ar rejected by

the prediction device. However, these utilities are derived

from the above estimates. In the case of the applican-

correctly rejected (he/she would have failed on :h

crtericn measure) , it is araued that -his selectior outcome

has the same utility as the disu:ility associated with -he
entrant who fails the criterion. Therefore, the 'Balis'

c: st data is used as th 9_ atility estimate for this selection
outcome.

The disutility of the rejection of th po-nt-_=.1y

successful -applicant is derivel as follows. The d; sutli-

associated with this outcome depends on the recruitin ;

market and whether it is easy or difficult t-o a-- sailors.

I. some circumstances it ccu-l2- be that there az:, so many

good quality apolicants that rejecting pctentiaiiv

successful applicants has li.tite r no disutili-y. Ons

extreme value for this utility, therefore, could be z -. A-

th.e cther extreme, the 1isutility of rejecting -hese appli-

cants could be equal in magnitude to the utili-.y of

enlisting a successful applicant. The estimate of the. disu-

tility of rejecting a pctertially successful aplican

tak-n as the avsrage of these two extremes. The utility

viues, hy rating, are given in Table IV
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TABLE IV

Relative Utilities by Rating

PREDICTOR -PREDICTOR
** SUCCESS *** * FA:LURE *

Critericn Criterion Criterion Critericn
RATING Success Failure Success Failu-e

SH 19260 -13077 -9630 13077

FN 18488 -14495 -9244 14495

AT 22297 -21210 -11149 21210

The above utilities are used to e_-ive ca--f f

scores for all three criteria. FCr the LeZgth of

Service(GCS) critericn they are used di_-ctly as the uti i-

ties for each of the four possible se!action ou-comes. Ot

the goodguy and badguy scales they are used as -he basis of

developing utilities as described below.

TABLE V

Relative Goodguy Utilities by Rating

PFEDICTO R-PREDICTOR
** SUCCESS ** * FAILURE *

Criterion Crioericn
30 20 10 30 20 10

SH 28890 19260 - 13077 -19260 -9630 13077

FN 27732 18488 -14U95 -18483 -9244 14495
AT 33446 22297 -21210 -22297 -11149 21210

.or the goodguy scale, there are three crit rlon

cutccmes, which for the purposes of establishing a cum-off,

gives a total of six possible criterion/predictor combina-

tions. The scale values 20 and 103 are taken to have utili-

ties as shcwn in the above table. The utility of corrsc-ly
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predicting a goodguy 30 is computed ta be ore and i half

1.imes the utility of correctly predic ting a goodguy 20. As

was done In developing the above values, the disutii-I .:f

rejecting a sailcr who would have been a goodguy 30 i-S taken

as the simple average of Its extreme values. As can te c_-zen

in Table V, the figure for SH is the averaqe nf 29890 and

9630.

TABLE VI

Relative Eadguy Utilities by Rating

PSEDICTOR P EDICTOF
*** SUCCESS ** $** FAILURE *

Criterion Cri-erion
30 20 10 30 20 10

SH 19260 13077 -19616 -9630 -13077 16347

-N 18488 114495 -21743 -92414 -14,495 18119

A! 22297 21210 -31815 -11149 -21210 26513

Similarly, the balguv u-ilities, show n Tab- - !,

were derived starting from these in Table IV. These fcur

u-n: 'tis represent the cutcomes far bad auy crert on

scores of 20 and 30. Again, It was figured that -he uiiy

cf ccrectly identifying and rejectin4 badauy 10s was one

and a half times the ut.ility cf correctly identifyigr a 20.

As fCr the goodguy scale a simple average gave the utiitv

for the cther outcome.

D. SUBJECTS CHOSEHN

Withir the .PS cohort file there are three possible

indicators of a sailor's ratina. These are as fellows.

Firstly, there is a at:ing recorded at the time of entry.

Secondly, when the sailor attempts the rating examinaticn,
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the resulting rating is record.d. Thirdly, the DMDC fil-

contains a rating which is the sailor's official designatior.

in terms of rating. These raring variables are k.n wn,

respectively, as (I) entry rate, (2) examinaticn rate and

(3) D)DC rate.

It would be an ideal situation if all three rating vari-

ables agreed. However, there is considerable variaticn in

the recordings of rating across these variables. In fac-

there are a total of seven different ccmoinatincs wher. it

comes to selecting suitable subjects for a par-cu !ar

rating. These seven possible combinations are shown in -he

Table VII.

TABLE VII

Possibilities for Selecting Subjects within a Rating

I R .ating Indicators I

I Category I Entry Exam I DMC I

1. Ye s Yas Yes
2. I Yes I Yes No 

3. I Y I Yes

I ~. l es I No 1 No I

7- ------ 1
I co I NO Yes

S 6. 1Nc I Yes *1
4 _

Ncote 1: 'Yes' meats that the data fie indicated that
the sa-ilor was a member of the rating according
to the particular rating indicator.

Note 2: In choosing subjects who were representativ s

of ratina membership, all the above Ca-te cries
except #U. were used as selecmion cri.eria.
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Ibe:e are a number of ways for determinirg wh4_ch

subjects in the listed categories are representative ' f Pa

rating. One method could be to select only those subjects

who were coded in the rating for all three rating selection

variahles. But this approach would seriously restrict th.

sample size and ,indeed, it would probably not produce a

repesentative sample cf the members of the rating.

Of -he seven possible categories listed i.7 Table VII, it
was decided to initially select on all seven, then to

exclude those sailcrs in category 4. That is, the =xclu-

sions were those Navy er.trants for whom the only indicatior.

cf membe:ship of the rating was their entry code. It was

reasoned that while these sailors showed an innerest in the

rating at scme stage pricr to entry, there Is no indication
that he/she had ever had any work experience in the rating.

From a concurrent validity pcint of view, it is necessary

for the sublect sailcrs selected for a rating to a-t I:-- ist

experience it and tc have their rating performances influ-

enced by that experience. Presumably the sailors who w.re

coded in th= rating through the examinatio rats - Thrcugh

a DMDC ccde have had sufficient experience in the rating -C

be cons'dered representative of the rating.

After these variable screens were applied, an the

rating catecries denti Ied, subjec-s were chosen w:t-a-n

each r:a:in. These selections are shown by race and se x.
Table VIII. As will be seen in the results section, it was

decided that the numbers in scme of the race/sex ccmbina-

tions were too small to perform realistic analysis. There

are sufficient numbers of men in each race grouping. However

there are enough white women n only the PN or AT ratings tc

cerfcrm regressicn and other analyses. Therefore, in all

subseguent analyses, three grcupings for SH, and four each,

for EN and AT, are reported.
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TABLE VIII

Rating Selectees by Rating, Race and Sex

(----

BATING Sex White Black Others I TOTAL

L -- -i
I SH Male 1330 I 572 I 169 I 2071 1
rSH Female J 28 7 2 1 37

P N Male 1 1263 I 288 I 112 I 1663
EN Female 479 70 I 15 564

I AT Male 3400 I 176 i 114 I 3690 I
I AT Femalel 243 I 14 3 I 260

Note 1: The number of personnel are shown in each ci.ll.

E. STATISTICAL PROCIDURES

1. G re:al

Ncw thaz the criterion, predictor an! mcde:azor

vari'at!s have been indicated and the subiscts identifi-!,

the statistical Drocedures will be described. The

Statistical Analysis System (SAS) package (SAS, 1979) wds

used fc: the anilyses, along with some FORTRAN programs

wir-en by the sauthcr. Sample programs are listed Jz

Appendix A.

2. -scriptive na.vses

These are given by mode=rator variables, and ccnsis-t

cf the ' -ccr- and/or mean values on Drdictcr and crite-ion

variables. No st a-istical tests are applied tc these

values, since where significarn differences occur these ar
"captured" in the subsequent analyses.
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3. P.;edictive Analvsges

Fcr 9ach r-aring group the following st e Fs a r

app I Je d:

a. s-: epwise rearassor is used -to i-denti-fy slgnificanrt

p r eadicto rs;

b. thes--e si-'gn-i f icant p red ictors, are used in lcrdlnary

lea-rt squares' regre ssion to develop 'doubl=e cross-

vali da-.ion' valid'ity coefficien-ts; a-.d

C regression weightsz are used to score,, ;ach case :)- thle

rsspecri ye predictor: e~ua-,ions.

Wher, thi g:cup size was small, the rnumber of oredictcrz

used in -.he subsizcue-n: strow;-e analysis, waS li4mited :To one

variable tc avery 20 perscnnel. Az a consequzenci,

'other' racial category for ATs was limitsd -to t:hs fi--rst

five variables selected inthe stpieprocsciure.

'4. Est-ma-cion ofCxtof

-,=in rir~y 1es squars :-gression squamzcns

are used -.o estimate ooria-um cu-t-offs as --s d--Asc=:bed belcw.

In crder t o use the u-:-;14ty valu-;s -o stimate -:--

most ide-al cut-offs or the oredic-ors, it is first necessary

t*o ccnsije-r -!he LOS irnro. esr s a dichlomous va:.-

able. Thus t:hz sample is di-7viied in-to -two qrou ps: -hose

with less than four ye ars and thcse with four ysars --= more?

of service. The two three-point criterion scales were not

recodaed.

As Is Illustrated in -the Appendi-x A, d u rin q the

double crcss-vali-daticn SAS rnor. the compute-r, crirsra-on

measures prsdictor scores and the variable race were output

to a separate computer fi-le which could be accessed by the

FORTRAN program. The orsdictor score output at thi-s stage
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was derived in the fcllowing way: the separate regress.on

coefficierts, in each of the cross-validating samples, were

used to separately score all the cases producing two pred-

icted sccres for each case. A simple average was -akn,

which represents tte predictor score output = later

FORTBAN analysis.

The method for estimating -the most appropriate
cut-off score was explained in Chapter II. In summary, the

cutting score chosen is the one which maximises equ a-on

4.1.

Uc = Sum cf ( Pr (i) * Jt(i) ) (eqn 4.1)

where:

Uc is the Total Utilitv for Cutting Score c.

Pr(i) is the Probability of Outccme (i)

U (i) is the Utility of Ou-tcome (i).

Tie results cf these analyses will be prssentsd in

graphical form. In crder to get some framB of ref,rencs for

evaluating the value of the chosen cut-of- score, the

cu--cff is expressed as a percentage chat.qe from, what is

known as tase rate. The base rate is simply defined as the

vali.e of equation 4.1 when the cut-off £s sst so low that
every applicant is accepted. Unfortunately, base rate 4S not

the true u.ility of the current selection, since I- iS

rsoresents the assessment of -he a-:li:y only for those who

are selec-ed by these procedures, ijnoring applicants who

are rejected by them. As is discussed in Chapter VI, -he

overall utility cf a selction device must take into account

the costs involved in setting up and maintaining the system.
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Thus, base rate, as Iefind h-s.: e is a utility estima-e

which igncres these external costs, but i proviles an index

figure for judging aach potential zutting score. Thzs index

for each sccre is expressed as a percentage chanqe, e:i her

positive or negative, from base rate.
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V. RESULTS

This chapter presents the thesis results and is crga-

nised into three sections. The first *s 1 escriptive,

providing breakdcwns cn criterion, predictor and mcderator

variables. The seccnd s s-ction details -he predictive

results. This includes -he variables se.l.cted fo: m'itile

regressicn, and alsc the results of crcs validation. In

the las- sction, the results of the applicaztic cf utili-

-ies to estimate app:cpriate cutting scores, _re presented.

A. DESCRIPTIVE RESULTS

1. SE G-ouns

Shcwn in Table IX are the me-ans and/or f ---ruencies

by cat-egcry for poter.-tial predictor and crieror variables

across -he three male SH racial groupings. A. is inter-

esting :c note that the length of seovice Is greatest for
non-white races. On the other hand, both the gocdguy and

tadguy scaJi.s indicate tha-t proportionally more of the white

group have extreme values than do the other two races.

Amorg the predictor variables -hers are also scme

interes-:ng trends. Mhisa p-rsonnel seem to -e younger with

lower educational level. Hcwever, with some exzepticts, the

white grcur's Derformances on the ASVAB subtasts ars better.

This finding is consistent with this group's better AFQT

scores.

2. FNGroups

The same basic trends notd for SH me.n are evident

for FN men, as is shown in Table X. The white men are

slightly ycunger, they exhibit 'good' rather than 'bad'
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TABLE IX

Criterion and Predictor Values for SH Men

Variable White Black Other

Number of Cases 1330 572 169

Mean LOS: months 44.99 49.31 50.82

30 24% 167 12%
Gccdguy Scale 20 33% 49% 58%

10 43i 35% 30%

30 23% 17% 14%
Eadauy Scale 20 513 661 721

10 26% 17% 14
EEICTOR MEANS

Entry Age: YSars 18.7 19.4 21.0
marial Statu s 1.3 1.4 1.5
Highest Education 11.6 11.8 12.2
Dependents (rumber) .03 .05 .02
AFQ' Percentile 46.6 34.7 32.3
AFQT Group 5.3 4.5 4.0
Antz PayGra e 1.1 1.2 1. 1

80.2 79.4 80.2

ASVAB Subtests:
Attsntion to Detail 14.6 13.8 12.9
Numerical Operations 32.1 28.1 27.3
Autc. Inforiaticn 10.1 7.3 6.9
Attmntiveness Scale 9.7 10.8 9.9
General Science 10.4 8.5 7.8
Electronics Scale 7.1 8.3 8.5
. ath. Kncwledge 11.4 9.3 8.9
Space Percept:cn 12.1 11.1 11.0
Maintenance Scale 9.9 9.5 9.6
Electronic Info. 17.9 15.2 14.6
Arithmetic Reasonina 12.9 10.7 9.5
General Information 9.4 7.8 6.5
Wcrd Knowledie 19.5 17.5 15.1Shc I nfcrma -,on 12.7 9.7 9.4
Corn at Scale 15.9 14.1 13.U
Mech. Comprehension 9.5 7.4 6.9

Nct 1: Gcodguy: 30 served 4 years, promoted E4 and
recommended for reenlistment.

20 .. served 4 yeara.
10 ... rmarnder after 20 and 30.

Ncte 2: eadguy: 30 .. remainder after 10 and 20.
20 .. minor negative indicators.
10 .. major negative indicatcrs.

Nota 3: Gcodguy and Eadguy percentages sum to 100%.

Note 4: AFo groups: valaes 1 to 8, reoresent categqories
(in order) 5, 4C, 4B, 4A, 35, 3A, 2 ana 1.

Note 5: Marital Status: married (2) ; other (1).
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TABLE X

Criterion and Predictor Values for PN Groups

MALE FEMALE
Variable White 3lack Other White

Number of Cases 1263 28S 112 479

Mean LOS: months 48.72 49.53 51.94 45.67
30 17% 9% 12% 21%

Gocdguy Scale 20 48% 52% 63i 36A
10 35% 394 25% 43%

30 17% 91 141 221
Badguy Scala 20 72% 81, 791 74A

10 11% 10% 8% 4%
PREDICTOR MgEANS
Entry Age: years 19.8 20.7 21.1 20.0
Marial Status 1.4 1.4 1.5 1.5
Highest Educaticn 12.1 12.2 12.7 12.2
De endents (nuirber) .07 .06 .08 .05
AM7 Percentile 63.0 49.3 34.8 63.9
AECT Group 6.2 5.5 3.9 6.3
E': y Paygrade 1.4 1.5 1.1 1.1i
SCRE! N Score 84.3 82.7 82.3 Ncne

ASVAB Subtqsts:
Atten'ion to Detail 15.0 14.0 11.8 16.1
Numerical oerations 35.4 30.6 25.6 37.8
Autc. Inforfaticn 11.3 8.4 6.3 7.6
Attentiveness Scale 11.5 12.6 9.0 12.6
General Science 12.6 10.5 7.8 11.9
Electrcnics Scale 7.9 8.9 6.9 5.2
Math. Knowlede 13.7 11.1 8.8 13.8
Space Percepticn 12.6 11.1 9.4 12.9
Maintenance Scale 9.1 9.1 7.5 6.1
Elect cnic Infc. 19.8 16.7 13.i 16.8
Arithmetic Reascning 15.0 12.4 9.3 14.3
General Information 19.6 8.6 6.2 8.1
Word Kno wledge 23.7 22.0 14.7 24.6
Shod Information 13.6 10.7 8.7 9.9
CcMbat Scale 15.8 14.6 11.7 14.2
Mech. Comprehensior 11.0 8.1 6.7 9.4

Notes: As for Taole IX.

behaviours, and are better pezfcrmers on the ASVAB and -he

AFQT than are the men in the other racial groups.

The scores of the white PN women, not surprisingly,

are closest to the scores of the white PN men. The women,

however, have considerably shorter average lengths' of

service, but exhibit a higher proportion of 'good' rather
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TABLE XI

Criterion and Predictor Values for AT Groups

MALE FEMALE

Variable White Black Other White

Number of Cases 3339 172 109 242

Mean LOS: months 53.32 53.39 51.16 45.37

30 18% 1 4% 18% 14%
Gccdguv Scale 20 521 57% 48X 4 41

10 30% 33% 34% 420

30 19% 10% 161 15
Badguy Sca le 0 76% 83' 821 76110 5,% 7: 2: 3
PREEICTOF MEANS
Ertry Age: years 19.1 20.5 20.2 20.6
larital Status 1.3 1.4 1.5 1.5
Highest Educaticn 12.9 12.2 12.2 12.5
De Pendc's (number) .06 .09 .08 .08
AQT Percentile 72.5 56.5 55.6 72.7
AFQI Group 6.7 5.9 5.6 7.0
Erty Paygrade 1.9 1.8 1.5 1.
SCREEN Score 16.2 83.6 83.9 No a

ASVAE Subtests:
Attention to Detail 15.2 14.5 15.5 16.7
Numerical Operations 35.5 31.4 33.5 40.5
Autc. Informaticn 14.7 10.9 11.1 10.0
Attentiveness Scale 9.4 10.9 9.3 12.4
General Science 14.9 12.7 12.5 14.8
Elzct ronics Scale 11.0 11.5 13.5 9.1
Math. Knowledge 16.0 13.9 14.5 16.6
Spacs Ferceptcn 14.9 13.2 1.4. 15.3
internancz Scale 12.0 10.7 10.0 8.7

El:ct onic Infc. 24.2 22.J 21.0 20.3
Arithmetic Reascning 16.3 14.0 13.8 16.7
General Information" 11.6 10.1 9.1 9.6
Word Knowled - 24.2 21.5 19.6 26.6
Shcr Informa.icn 16.2 12.9 13.2 12.1
Com~at Scale 16.4 14.6 14.4 15.8
Mech. Comprehension 14.5 10.7 11.7 11.5

Notes: ks for Table :X.

'bad' behaviours. On ASVAB subtests the women, when

compared with white men, are better on some scales ( .g.

Numerical Operations and Word Knowledge) , poor _ - on. scml,

cthers (e.g. Auto Information and Electronics Scale) and

about the same on the remainder. On educational level, the
women have entry educational levels which are wi-hin the
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extremes of the three male racial categories on th:z vli::-

able. Incidentially, it is the male 'other' race ca-:gory

which has the highest educational level fcr the PN rat:.

3. AT Groups

for the AT rating perhaps the most striking fact is

the propcrtion of ATs who are white (see Table X:, about

92%). This is considerably larger -han tne equivalsn-

percsntages for FN ( 76% white ), ind SH ( 64 white ).

The trends in the AT data are consistenrt with thcse

already mentioned for PNs and SHs. Again, the white gcup is

younger, with lower education level and generally better

AFQT scores. However, for AT there are proportionally more

2lacks in the negative category of the 'bad guy' scale (i.q.

thoss sccZEs of '10'). wcmen again have suporior perfor-

mances on some ASVAB scales and, for this rating, -hey have

the highest education level.

B. PREDICTIVE RESULIS

In this section the results of the s-epwise regressions,

in the fc:m of the variables selected and the signs of the

respective coefficients, are or.sented. These are fclowed
immedia4eiy by validity estimates fcr the prsdictive mcdels

which are ccnstructed. Regression coefficients and sta-is-

tics are not listed in the body of the thesis: however,

interest.d readers are directed to Appendix B where they are

given in full.

1. Lenth.of Service Cri-:erion

Fcr the SH rating, the variables selected as pre.d-

ictors cn the length cf service criterion by race, according

to the sign of the coefficient, are shown on Table XII.

Across races all the signs are consistent for predictors
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TABLE III

Stepwise Regression for SH on LOS

Variatle White Black 9thz.r

Entry Age: n PCs
Marital Sta -us Pos I Pos I
Highest Education a I Pos n I
A ention tc Detail 1I n NC

I Autc. Information I Neg n n"
Attentiveness Scale Neg Neg n
General Science n1 I n Pos
Arithmetic Reasoning 1 n ue- a

I General Infcrmation I Neg n Nel I
I Mech. Ccmprehension n "1 qeg

Comta-_ Scale 1 . Pos
AFCT Grocup INeg I Neg
En-rr Paygrade Pos I n n
SCREEN Score FOS I POs n

I Dependents (rumber) Neg a n r

Note
PCs means the coef_=Cent was posit-i ve.

means the coefficient was nega-ve.
., means the variable was not selected.

which entered the equaticn in more than cne racial gr-ouping.

Entry age, marital status, educational ievel and entry

paygrade are all positively r.ela-:-d to length of s---vice.

Longer service s associated with higher values on these

variabl-s. Nearly all the predictive ASVAB subtssts, and

the AFQT groupings, are negazively related to iength of

service.

As shown in Tabls XI:I, there are some differences

in t' e signs associated with predictors for the PN aroups

-or the length of service criterion. For whi-es and blacks,

higher ducation is associated w-:h shorter service, while

for the 'ether' race category, the reverse is true. There

are mixed signs for the ASVAB subtests, bu- the SCREIN score

ccnsistently has a positive sign. Some ASVAB predictors for

le.ngth of service, in the female group, have negative signs.

Perhaps this is nct surprising, because as was noted

earlier, w:men tended to have shorter service but better

ASVAE stites: scores than did men.
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TABLE XIII

Stepwise Regression for PH on LOS

MALE FEMALE
Variable Wh.e Black Other 2hiS

IEntry Age- y e a r s  PoeI n no ,
larital Status IPos I Pos n I n Id tail N Ng P I Ne
Atention -o Detai n n n I gI
Numerical Cperations n Neg I n I n
Electronics Scale Pos n I n I POE

hElectrcnic Infc. Pos n n n
Azithmetic Reascning I Neg I n Neg

I Word Knowledge ! Nag n i n t Neq
Ccma Scale I n Neg I r
Shc c Informaticn :csI n 1 n I nI AFQ PC.rce-tile i n I Meg I n n 

I Ent-v raygrade f n I 1  n PCs I
SCR - N Score Pos I Pos n n
Deoenden-s (number) Pos I Pos I Nec I n I

Note
Pcs means the coef!f-Ternt was positive.

means the coefficient was negative.
means the variable was not selected.

TABLE XIV

Stepwise Regression for AT on LOS

MALE FEMALEVariable wnite Black O-ner White
I~: r  Ac e : y e a r s  .1 n n e| n
a: -. a1 Sta-us PoE Poe I Neg I

I Highest Educaticn I Neg I Neg I n I n I
Namerical Cperation- I Meg I ' I . I
Autc. Info:maticn n 1 n qg nI Attcn-iv-ness Scale gs .Mg nGenreral Eci;encc I Nog IIsg n I n
El,-czrcnics Scale POs 1 . Neg I

I Math. Knowledge I Neg 1 a I
ISpace Parcept2.cp Nec a 1 1 a n
Saintenance" Scale nI a Pos Pcs
Electroric Infc. n Poe I ?cs
Sho Inf orma ticn I .1 P PjsA, Percentile Ps 1 n
AF T Group i ieg n n

I Entry Paygrade I Pos n n I n
ESCFN Score Pos n Pos I n

Note
Pos means the coefTllclenr was positive.
Neq means the coefficient was neaat-ve.
'n means the variable was not s6lected.

66



Like the SHs, there is a consistency of sign- for

stepwise entered predict-ors for -he AT rating (see Table

XIV) for length of service. However, the direc-ion of -he

signs, for some variables, is different. Fcr example,

educat±cral level fcr two racial groupings, is ncw nega-

tively related to length of service. This sign change is

carried over into the ASVAB subtests. Being such a techni-

cally ccaplex rating, one would expect Science and

Mathematics to be positively related -c length of service.

However both of these scales have negative siqns.

Consistent with some of the other s.epwism regressions,

SCREEN score is positively related to length of service.

2. G cdqu Criterion

iable XV shows the variables selected by race on the

gcodguy scale for the SH ratinrg. This Is -he smallest

TABLE XV

Stepwise Regression for SH on Goodguy

Variakle W hi:e Black Other
ital Status Posn

I Hihest Education IPos n n In
I Au o. Information n I n I egI _--ctronics Scale I el n I n

5cl Ie na -h. Knowlqdae I n I n0
lect oni Cfo n n NegICcaa Scale 41 1 PoS PCs

I AFQT Percentile I n I n 1 Ne I
I AFQT Group n Neg r,
SCREEN Score n Pos Pos I

Ncte
Pcs means the coe._--ent was positive.
I- means -he coefficient was negative.
. means the variable was not selected.

number cf variables selected for any of the stepwise

r-gressicns. The signs are all cons-,stent with the pred-

ictor szlections for SH on length of service. However, it

is interesting to note that AFQT percen ":tile, for the 'other'
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racial category, has a negative sian: lower AFQT perce.-ilss

are predictive of better goodguy performances.

TABLE XVI

Stepwise Regression for PN on Goodguy

MALE FEMALE
Variable white Black Ot her Whi-erF

Marital Status I Pos I n I nj n
I Highest Educaticn. Neg 1eg Pos r I

Attention to Detail n n n s Pg
Numerical Operations I , N=g n i n
Elect:cnics Scale I Pos Neg I n n
Math. Knowledge 11 Pos n
Mech. Comprehension Pos I nnEiectrcnic Infc. n POS ni n
Arithmetic Reasoning Neg n Pos Neg
Wcrd Knowledge I Neg 1 n I Neg
CciftaT Scale I n n PCs r n
General Information I n I Pos I n
Shcp Irformaticr i n Neg N ag I r

I AFC Percentile I - 1 n I Nog I nSCREEN Score PO n I n n
Dependents (number) Pos n N eqI n

Note
Pcs means the coef f!cTent was positive.
Nc means the coefficient was negative.
nmeans the variable was not selected.

As was the case on the length of service

criterion for PNs, the level of education is negatively

related tc -he goodguy scale. This is shown in Table XV:.
ASVAB subtests selected have varying signs and for -wo

racial arcucings for men, the variable 'number cf deien-

dents' has en-ered the -=gression equation. The SCREEN

score for white males -s positively related to desirable

goodguy behaviors.

For the AT groupings, on the goodg-ay scale , see

Table XVII, there is little consistency regarding which

variables are selected. Only three predictors were chcsen

in mcre than one grouping, and when this happened tho signs

are different across groups. It is interesting -ha-- for the

largest Sroup, white males, not a single ASVAB subtest is

selected as a predictor.
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TABLE XVII

Stepvise Regression for AT on Goodguy

MIALE FEMiALE
Variable White Black Ozhe: Whit-z

MrtlStatus Post n [ . 7 -11i
Hi et Edcation Ig .1

Ate-into Detail I o ne Po I l
IAttentiveness Scale I n I Pos n Pos

Gnrlscience n Meg I P n IIElect:cn4 cs Scale n I n I n INea I
IMaint-enance Scale n n n P 0§~
Electroni c Info. I a Neg IPCs
IWord Knowledge I n IPo I

I AECT Percentile nIPos N eg I n I
IAFQT Group n Neg I n I r I

I Ent=~ Paygrade 46 1e 2 1 r. I n I
I SCR!-..N Score n I n I Pos I r I

Mc te
Pcs means the coef!.-dc-ent was positive.
Ne7 means the ccefficient was nega,:ive.
'n means the variable was not salected.

3. Radguv_ Criter=ion

The SI! rating, See Tabl-i XVIII, on this scaleS, shcws

a cons stenT- *rend fcr educati-on to be Positively related

TABLE XVIII

Stepwise Regression for SH on Badguy

Variatie ;Ihi-*t e Black Other

IEntry Age: jears I n 9~7 <
I Martal Status IPos 1 .1 1 71 1
I '!iahest Education IPo s ros IPos

Nu~erical Operati:ons Pos 1- ?1
Autc. -Infortat4o cn I NIMeq

IElsct:7onics Scalz Neg n n I
Ari:th.meti-c Peasoninrg n Meg PnICC-t- Scale r Pos Po0

IWor d know1 e d ge I e n
IAFQT P erc en tile 11 n Meg

I AFCT Grouo I n I a I PosI
IEry; Payg--ada Pos I n 11 1
LEEN -- score -L Pos i n

Pcs means the co e fl CTent was posit.ive.
Ne7 means the coefficient was nega--ive.
'n means the variable was no, selected.
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for all three racial groupings. Since the goodquy and zh;

badguy scales are both scored in the same direc-icn (i.e.

the 'good' and 'bad' ends have the same numerical values),

this means that higher education is associated with 'non-
bad' behaviours. Several ASVAB subtests were selected, with

differing signs. Entry paygrade and SCREEN score are both

positive.

TABLE XIX

Stepwise Regression for PN on Badguy

MALE FEMALE
Variable White Black Oher White

I Entry Age: years I n I Neg I n r. IJjheastEducaticn, a POsE PCs
A:tention -o De+ai n n1 n Neq I
Auto. Infcrmaticn n os n r I

I Space Percepticn I n I . n Pcs I
Eiectroni'c In fo Po s n- n n
Arithmetic Reascning n n In Neg

I Shc; Informaticn I n I Neg Nec I n I
I AFT Percentile I n I n 1 }- 1 I
I AFQCT Group I eg 1 n I n I
Entry Paygrade I n I PCs I n nI
SCREEN Score I Pos I a n n
Dependerts (number) FPos n~ Neg INeq

Note
Pcs means the coef_--a'Ien: was posi-tivp.
Neg means the. coefficient was neaan1ve.
'n' me-ns the variable was not s§.ected.

For PNs, see Table XIX, entry aqe sntered

the regression only for blacks, and it has a negative

coefficient. Elucation level is selected for two g_-cups,

the 'cther' male race category and white women, and for

bcth, the sign is positive: higher education level implies

fewer undesirable behaviours. There are a variety of ASVAB

subtests selected with differing signs, and 4-t s inter-

esting tc note that fcr three of the four groups the number

of deDendents entered the regression. For white zales,

having more dependents suggest fewer negative behavicurs,

while fcr the 'o 4-her' races and white females, having mcre

dependents is associated with more negative behaviours.
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TABLE XX

Stepwise Regression for AT on Badguy

MALE FEMALE

Variable White Black Other Whi-e

Ent;jv ge: years I Pos n I n Cs
Ma::-l StatusI Ng n I Pcs I
Hiahest Educaticn Pos n n r 1
Aufo. Infcrmat icn n Pos Nag nElect-cnics Scale n n r Nag
'lath. Knowledge I n I Nag ?cs rn!
Electronic Inc. n n Nfl Iiq
Arithmetic Reascning n Pos 1 n

I Ccmkat Scalen a n I PCs i
AFC1 Percentile I n Pos I I I n I

I AFQT Group I Neg I Nag 1 a 1 n I
Enar Paygrade Neg I Neg n Neg
SC N ScoreI os I nag
Dependents (number) I a In n n Neg I

Note
Pcs means the coeff_17ent was positivc.
N"? means the cogfficient was negative.
n means the variable was not selec-.ed.

The final stepwise table, Table XX, shows

the selected predictcrs for AT groupings or the badguy

scale. The most consistent subtes- finding across groupings

is the entry paygrade, which has a negative sign. This

variable is selected in thr-e groupings and implies that the

higher ths entry pay grade the more likely are negative -ype

behaviours.

4. Val idi t Estimates

Shown in the next series of tab!es ar _ dcub!F

cross-val idition coeff cie nts by rating, groupirng and

randomly selected sample. They are based cn forming pred-

ictor equations frcm the stepwise procedures for sach

individual group. Validities for the "men all" category

were the result of fcrming regression equa-ions on all pred-

ictors which had beer independently selected by male race

groupings. The average validities given were calculated

using Fisher's transformaticns for da--er mining average

weig-thed cozrelation coefficients (see Mclemar, 1963, pp.

139-14O).
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a. Length of Service

The length of service validities by individual

sample are shown in Tabla XXI. All of them are significant
except fc: the 'other' malr race grouping, in both the PN

and AT ratings, and the women in the AT rating. Most of -he

validit-ies are greater than .20, but only one (AT blacks in

Sample 1) is in excess of .40.

TABLE XXI

Length of Service Validities by Rating and Sample

I Sample 1 Sample 2

I RATING n r p < InC

I1 N All 1016 .2748 .0001 1 1022 .2806 .0001

White 671 .1893 .0001 I 635 .2330 .0001
Black 262 .3375 .0001 1 296 .2581 .000 1
Ctherl 91 .3053 .0033 1 78 .3640 .0011

FNI
IYmEN All I 817 .2731 .0001I 783 .2785 .0001

White 606 .2881 .0001 1 620 .2 94 .0001
I Black 158 .3519 .1001 I 125 .2963 .0008
I Cther 66 .0546 .6634 I 46 .1294 .3919 1
WOMEN White 241 .2060 .0013 238 .2939 .3001

N EN All 1824 .2530 .0001 1799 .2803 .0001
Whie_ 1676 .2617 .0001 1678 .2656 .0001
tlacki 91 .4227 .0001 1 85 .3338 .0019
0zher 58 .2393 .0705 52 .2125 .1304

lWCMEN Whital 124 .1219 .1771 I 116 .2399 .0095

t. Gocdguy Criericn

For each :ating is shcwn in Table XXII, scre of

the validities by grcups are statistically insignificant.

The overall magnitude of these validi-ties, compared to thcs=

for -h . length of service criterion, are smaller. The

maximum validity is .378, while a nambez of them are less

then .10.
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TABLE XXII

Gcodguy Validities by Rating and Sample

Sample 1 I Sample 2

FEATING n r p< -nrp <
I SH I
IMEN All 1 1016 .1052 .0008 1004 .1373 .0001,
I Whitel 681 .1586 .0001 649 .2176 .0001 t
, Elacki 262 .1268 .0403 296 .1593 .0060 I
f Cther- 83 .3673 .0006 73 .3916 .0006

I'N All 1 817 .0914 .0090 783 .0666 .0627 1
I White 606 .1695 .0001 1 620 .1464 .0003 I
I Elack 160 .1579 .0462 1 128 .1179 .1852

Otherl 66 .0987 .4306 I 46 .2631 .0773 1SWCMEN W h '"1.05
J Whil 241 .1752 .0064 238 .1799 .0054 ,

?1 EN AT 1 Al 1824 .0421 .0723 11799 .0339 .1503
I Whitel 1712 .0895 .0002 1 1688 .0303 .2128 1
I Black 91 .3046 .0033 I 85 .3503 .0010 I

Cthr 58 .2577 0508I 52 .3464 0119
IWOMEN White 125 .0004 9969 118 .0514 .5807L1 . ...... I

TABLE XXIII

Eadguy Validities by Rating and Sample

Sample 1 i Sample 2

RATING 1 n z p < n r P <
SH I

IMEN All 1016 .1713 .0001 1304 .2062 .0001 1
whit:? 6 71 .1967 .0001 635 .2589 .0001 1
Black 270 .1178 .0531 302 .1890 .0010 1

, Gther 91 .3652 .0004 78 .3254 .0037

MEN All 1 817 .0963 .3059 783 .0980 .3061
I White1 606 .1452 .1003 620 .1174 .0034
I Black 160 .2852 .0003 128 .20aU9 .0204 I

Other 66 .1132 .3784 46 .1717 .2538 1
IWOMEN Whitel 241 .1815 .0047 238 .1996 .0033

AT
MEN All 1824 .2293 .3001 1799 .1999 .9001

White l 1676 .2513 .0001 1664 .2086 .aC01
I Black I 91 .2741 .0086 85 .3670 .0006 I
I Cther 58 .3728 .0040 52 .4464 .0009 ,

WOICEN White 125 .2688 .002_ 118 .2400 .0089J
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c. Eadguy Criterion

For -:his criterion, validities seem to be higher

than for the good guy criterion, as shown in Table XXIII.

Only fcu: of the 28 sample validities are insignificant at

the .01 level of significance. The highest validity of any

presented sc far (.4464) occurs for one of zhe 'other' race

samples (for ATs).

5. Ave raqe Validities

Using the Fisher method, average validities were

calculated from the validities just presented and these are

shown in the next twc tables. Table XXIV, shows the average

TABLE XXIV

Average Validities by Group and Criterion

CRITER ION

RAING ICS Goodguy Badguy

SH
m Es All 1 .2777 1 .1212 .1879 1

w hitel . 107 1 .1876 .2272 I
1 ElackI .2959 1 .1441 .1556

Ctherl .3327 1 .3787 1 .3470 l

ME. All .2757 .0793 .0971
WhiteI . 2888 .1578 .1312 I
n lack .--277 .1412 .2530 I
Cther .0852 .1669 .1354

IWOMEN White .2502 .1775 .1855 I1---- -- f- - - - ----
AT IIMEN All .2666 .1380 .2148 IIhiteI .2737 .. 602 .2301 1

I lackI .3801 .3268 .3197
C therg .2262 .3002 .4082 I

WOMEN white .1796 .3252 .

validity across each of the samples by racial groupings and

ratings. The largest average validity occurs for the AT

rating (.41) in the 'other' racial group on the bad guy

criterion. The second highest validity is also for an AT
rating (.38); it is for the black racial group.
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Tabie XXV, lists grand average validities for, mr,

for rating ty criterion. For length of service, all t-zee

rating average validities are in excess of .25, wirh a

slightly increasing trend in size of coefficer.r as the

TIBLE XXV

Validities fcr Hales by Rating and Criterion

CRITERION
AING IC odu 1  Badguy

H 2515- .20-6 .2277i s 2 I .2oJs .26

F.2 707 _ .1562.17
AT I .2762 I .0867 .2450 I

rating ccmplexity increases. For the goodguy sca!--, thc

rank crier 0f validities by magnitude is reversed: val:di-

ties decrease with raring ccmplexity. The averace validity

for ATs cn this criterion is particularly small. There is

no ccnsisten.t ranking by complexity for the other critericn,

badguy. The P.s validity remains about the same as for the

gcodguy scale, as does the SH validity. The average validity

fcr the ATs on this scale has increased considerably, up to

.245.

C. ESTINITING CUT-OFFS

The methcd fcr estimating the cut-offs was described in

the previcus chaoter. However, to ;liustrate the me-hcd, the

calculaticn cf the first few vwlues in Figure 5. 1 is given

here. it should be noted that most of the figures in this

secticn have two or mcre graphs drawn on them. This is done
.n the interests of economy rather than to imply thy are

related: each graph is based on a separate predictor

c-itericr relaticnship.
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Tie figures give several pieces of information, -he ms-.

important of which is the line repesenting percentage chang

from the tase rate, for various potential predictor cutting

scores. For Figure 5.1, the base rate is determin--_ as

follows. Of the 2,020 male SH personnel 1,235 served four

years or more, while 785 served for less than four years.

Converting these values tc probabilities gives a 61.14%

chance fcr a male SH meeting the cr-_rrion of completing

four years or more years of servise, and 38.86A chance of

failing it. Using the utility values given in Table IV and

equaticn 4.1 we now calculate the base rate as the sum of

the products of the chances of an outcome by its utility.

The SH length of service base rate is 6,693.39. ks the

reader will recall, this is the value for selection set so

low that all personnel are accepted. The firs- pctential

cutting Eccre is the smallest predictor score from the

sample of 2020. This score is 34.1208 and occurs for an SH

who passed the four year criterion. With the cutting score

set at this value, there are 1,23a sailors out of 2,020 who

are successful and who would be correctly predicted as

successful based on this predictive relationship. Cne

sailor cut cf 2,020 would have been predicted to have fail=ad

t,e cri-ericn for this cu--off, while 785 wculd have been

incorrectly predicted to pass. The numbers are converted tc
probabilities to give 61.J91, .J5' and 38.86*, r=espectively.

These three probabilities have utility values of 19,260,
-9360 and -13077. Summing across the products of prcbabili-

ties and utilities gives a total value of 6679.23.

Therefore, the return over base rate for a cut-off at

34.1208 is a -0.21% chanae. There is a slightly negative

return over base rate for this cutting score. On Figure 5.1

the values 34.01208 and -0.21 are plotted as the first

cut-cff tcin-t ani its respective return. The next high-st

predictc- sccre, 34.4115, is choos-n. This happens to be for
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a sailcr who fails to meet the criterion. At aC,1-ing

score of 34.4115, the probabilities and their respective

utilities ar9: 61.09% and 19,260; .05% and -9360; .O5? and
13077; and, 38.81% and -13077. Summimg the product of -hese

values gives a total utility of 6685.70, which is _ -. 11%

decline cver base rate. Therefor4 the next point p.o-ted is

34.4155 and -. 11. This process is repeated for all 2020
predictor scores keeping track of the value of thR maximum

retu r n over base rate and its .-espectib.vs cuttinq score.

Note in Figure 5.1 that values of base rate rturn which are
less than -20.01A are no-t plotted.

figures are two other pieces c-f inf

maticn. The selection ratio is defined as the perca-tage/

proporticn cf personnel selected out of -h- total whc apply.

The values shown in the figures are selection ratios at the

cutting score which maximise total return over base r-te. On

each figure selecticn ratio is shown either by race (for

men) or rating (for women). The other statistic is the

critericn proportions for those who are predicted tc be

successful. For Length of Service, the percentages who

serve f.r a, leas-. four years are given, while for the other

criteria the percentages by criterion categories are shown.

This lat-er statistic gives an idea as to the expec-ed

performance of the group selected for this cutting score,

while the selection ratio indicates how -he selection device

will impact the applicant group at this score.

1. ICS Criterion

As can be seen from Figure 5. 1, the optimum zut-cff

score fcz the SH rating prcduces almost a 5% increase over

the base rate utility. The predictor equation here is for

male SHs based cn all those variables selected for men in

Table XII. The Figure shows the selection ratios and

success percentages fcr the optimum cut-off score by race.
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At this cut-cff, white SHs have the smallest selecticn ratic

of any race, but they also have the smallest percentage of

success for those who would be selected. The majority of the

'black' and 'other' racial groups are selected and --he

highest percentages are successful in these groups.

Shown in Figure 5.2 are the cutting scores derived

for race specific predictor equations. The best expected

return is fcr the 'other' group (28.84), followed by whites

(8.9%), and blacks(1.7%). Set at these respective cut-cff

levels, 85% of the 'cther' group are selected with about 76F

cf them serving beyond four years. For whites, 95% would be

selected, with 59% successful. For blacks, virtually all

(99.5%) wculd be selected, wi-h a 67% success rate.

In comparing these figures for SH on LOS (Figures

5.1 and 5.2), several trends are apparent. The 'race-blind'

selecticn seems to be most severe, in terms of selecion

ratio, on the white group. When the white specific prediztor

equation is employed, more whites are selected, for a slight
decline (about 1.5%) in t he percentage success. For the

black grcup, a race specific predictor also improves the
selesction ratio, with a slight decline in the success rate.

Hcwever for the 'other' race aroup, the race specific pred-

ictor equation markedly reduces -he selection rate (down by

about 13N), but boosts the success percentage by almost -he
same amcunt.

Figur.s 5.3 and 5.4 show LOS results for the PN

rating. Race blind selection produces about a 6% improve-

ment cver base rate. A3 for SHs, the race blind predictor
is most severe on the white group in terms of selection

ratio. However, for those whites selected, their succe s~

percentage is better than the black PNs. While the_ blacks

are the least successful for this predictor equation, abcut
97% cf them are selected. At the cut-off level for this race

blind sequation, 100% of -he 'other' racial grou i s

selected, with about 76% of them being successful.
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The return for individual race selection equa-izns

(Figure 5.4) is greater than from the race blind selection

for each race. Blacks show the biggest improvement, wi-h a

reduction in their selection rate, down from 971, but an

imprcvement in their success percentage. Next come whites

whose selection ratio has also been reduced but their

success percentage improved. This is followed by the 'otherl

racial grcup, who are now selected a: a =ate of about 94%,
with a slight increase in cverall success percentage.

Therefore, for all racial groups, :ace specific predic-.crs

have lead to a decline In selection zate, but improvementz

-n ovr.rall utility and success pezcentages.
As can be seen In Figures 5.5 and 5.6, the same

trends arE not true for ATs cn LOS. Race blin. selection,

lead to about a 3% improvement on base rat-, with all r-ces

beinc fairly close toaether cn selection ratios and success

percertaces. The white race is marginally ahead cn both of

these idices. In Figure 5.6, about tle same values a-rly

for whites cn race specific selection. However, 4 he race

specific equaticns for blacks and for the 'cther' racial

group have determined optimum cutting scores for which all

of the cases would be reiected. That is, no one is s=elctad

and thus no one is successful. This .-=sult may have been

expected for AT 'others' because of the insignificant

validity coefficient fcr this group (see Table XXI). Low

validity suagests that any optimum cut-off value is likely

to be spurious rather than meaningful. However, Table XXI

shows a highly significant valid:ty for blacks. Therefore

deriving an optimum cut-off which rejects zve ryon, is

cartainly not expected.

Shown in Figure 5.7 are the LOS results for white

women PNs and ATs. Both optimum cut-offs have improved the

base rate figure (241 for PN and 36% for AT). While= the

selection ratios are lower than their male counterparts, so
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too are their success percentages. This is not so

surprising, since Tables X and XI show women have the

smallest average LOS of all groups in these ratings.

2. Gccdquy Criterion

Shown in Figures 5.8 to 5.1'4, are the -sults of the

analyses on this criterion.

Fcr the SH rating, race blind selection leads to a

selection ratio for whites that is the smallest of all -hr ee_

races. Hcwever, as can be seen from Figure 5.8, the optimlm

cut-off yeilds a return of just over 2A. For race specific

selectio-. (see Figurs 5.9), the returns focr white_ and

'other' races are well over 30%, but in this case, only 651

of the white group would be selected. The selecti6n razios

are reduced for all races, compared with race blina

selecticn.

The returns fcr the PN rating on the goodguy scale,

follow a simila pattern as can be seen from Figures 5.10

and 5.11. However, for this rating, blacks in the race

blind selection, have the smallest sel-ct.ion ratio, but they

also show the largest return (42%). Indeed, race sp-cific

selection has improved -hei'r positon in sslectic ratio

.erms f:cm the lcwest for race b ". _ind selection to -the mid-

point on race specific selection.
Fc: ATs :n the gcodguy scale, race Mlind selection

does not produce any positive return .ver base rate (see

Figure 5.12). The return for race specific selection (?iaura

5.13), is substantial for blacks and 'others' (381 an! 76's,

r-spectively) but a little more than 1% for whites. For the

'other' race group, this high return is achieved with a

selection rate of about 61%. For female PN and AT on the

goodguy criterion, see Figure 5.14, the returns are alcst

6001. Ihe cut-off for AT seems unrealistic, since only 14%

are selected, whereas for PN the selection rate is 75i means

tha-t a reascnable prcpcrtion will be selected.
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3. Eadau C-it e rin

The seven Figures 5.15 tc 5.21, show the resul-s for

this critericn.

Race blind selection for male SHs, see Figre 5. 15,

shows abcut a 3% imprcvement over base Zate. whit =. mer. are

the race which have the lowest selection ratio in race bl-nd

selecticn. moderate improvement for whites and the 'nher'

racial grcup occur for race specific predict'cn (Fiur?

5.16).

Fc: P.M, see Figures 5.17 and 5.18, there is virtu-

ally no effstiva return asing the badguy criterior. Whil

the 'other' racial group shows only abcut a 6% imFrcvemen-t

over hase rats, the selectien ratio of 98.2! is ex-remely

high.

As can be seer. in Figures 5.19 and 5.20, for A7 men

no selecticn device bas been found that produces an improve-

ment over the base rate.

Fcr women on this criterion, Figurt 5.21 shows a

pcsitive (AT) and a negative (PN) return. The AT returns

diff icul -c interprete and resul-s in a 991 seiecr i-n

ratic.
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7I. DISCUSSION

This chapter is divided into two sections. The first

deals with the results in relation to the research

hypotheses. The seccnd discusses other findings.

A. RESEIRCH HYPOTHESES

The stepwise regressions, particularly on the LOS

critericn, tend to support the firs- hypothesis which pred-

icted that entry age, education level and ability tests

would be significant predictors of performance. Entry age

was not selected for every regression, but it proved to be

significant for at least one of -h - race/sex groupinas on

LOS fcr each rating. The relationship between age and the

criterion was always positive: longer service is indicated

for greater age at entry. Elucational livel was cften

selected toc. However the direc-:on of the relationshiF was
not as ccrsistent. For some groups - was positive and for

others negative. There seems to be a -rend for the coeffi~c-

ient for sduca-tion level to be positive in low compl-xity

ratings and negative in the higher complexity ratings. This
finding cculd be a related -o restriCtion of range problAms

which were noted in the literature review. At least scme of

thq ASVAE scores entered every stepwise regression. The

signs were not consistently positive or negative.

At least for one crIterion (i.e. LOS) the validity

coefficients when averaged across groups, show a trend to

increase with job ccmplexity, a relationship predicted by

the second hypcthesis. On the whole, the validity coeffic-

ients aze large enough to suggest that the predictor equa-

tions are sufficiently powerful to improve selection on
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these three criteria. Ccmparing criteria, LOS has th,

highest validity.

P. OTHEB FINDINGS

The descriptive results yeilded ssveral general find-

ings. They seem to support -he view that whites have supe-

ro_-: perfcrmancas on psychometric -ests of ability. On -each

on the ASVAB subtests, with one or two exceptions, the whits

grout in each rating has performed better, in terms of raw

score, means than the other two race groups. On the other

hand, this race, fcr each rating, is younger a,: entry and

(perhaps therefore) has the lowestz educational level, with

the smallest proportion being married variables which mign-t

be expected to be asscciated with lower ASVAB scori.s. For

the SP and PN ratings, the white group has a shorter LCS,

but with the highest Froportions of _n-service 'good' and

'bad' behavicurs. Fcr the AT rating, blacks and whites have

abou't the same LOS (blacks serve slightly longer) , and

whites are more likely to have positive goodguy perfcr-

mances. The white wcmen have similar performances as white

men on bcth the predictor and cierion variabes, except

that they have the shortest LOS and generally exhibit -he

smallest. percentage cf 'bad' behaviours.

The estimation cf cu-:-offs, for all criteria, has
suppcrted the- noticr that the significan t relationship

between predictors ani criteria can be useful in a selection

s.tting. As measured against the concept cf base rate, many

groupings within ratings can be better selected.

The findings of this reseach support the current US Navy

selection procedures. For every stepwise regression ia which

i-! was selected, the SCREEN score (which Is derived directly

from the current procedures) was always positively related

to the criterion.
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From the av.raged validities it appeared that the LOS

predictors provide a means of increasing the selection

utility across most trade, race and sex groupings. However,

when cp:imum cut-offs were derived it was apparent -that

virtually none of the AT relationships would yield any

reasonable utility improvement over the base rate. For the

c-her ratings it appears that, except for SH blacks, there

are positive returns to be obtained through selection based

on the idertified predictor/criterioa relationships. The

highest returns are for PN and AT women. This is despite

the fact that some p-edictor equations had validities which

were small, and in some cases statistically insignificant

(e.g. EN 'cther' and AT women). Apparently, althcigh the

validity coefficient was insignificant the relationship was

s-ill strong enough 4c yeild a cutting score which improved

overall utility.
The cther two criteria, although -hey did not have

dcuble crcss-validiticn coefficients which were as large as
for LCS across groupirgs of personnel, also apparentlv are

predictable from p e-entry informa-tion. However, wh.n :-?

cut-offs were determined, the coodguy criterion appearel to

have notsn-ial for improving selection in all arcuping,

withthe except-ion of AT white women. For onry three group-

ings on the badguy criterion was a cut-off found which

rsturn.d be-ter than 5% ove: base ra-e. in7 a r.al sense

these serm mcre uiseful criteria than LOS, s:ncs they appear

to capture more relevant information relating product and/or
cos-. The extent that personnel are promo-ed during a -.ricd

of service and the sxatent to which costly negative bqhav-

iours can be avoid are significant contributers to ths c -ga-
nisaticns overall effectiveness. It would appear that the

dscision centered validity approach has revealed a number of
pctentially useful rela-.icnships which may be used for

better selection.
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The =acs blind selection cut-offs provided some in-er-

esting findings. For the SH rating in particular it seems

clear that the white race would have greater propcrticns

rejected than the other two racial groups if the race-blind

prediction device was used. However, as has already been

menticned, mcre of the white SH personnel should be rejected

since they exhibit pcorer criterion performances than the

'other, rac-s. For the PN rating, race blind selerticn also

selects the smallest percentage of whites. This is a mcre

curicus result since for both ratings, most of the personnel

were white and one wculd expect that they would dominat t.he

regressicns to the extent that greater a rportions of wh:

would be selected than would the other races. For r

specific selection the white selecticn ratio az the cpt: i

cut-off is nc longer the lowest for the LOS, but it is

the goodguy scale. It appears that whites do not perfor.

well as the other races in these ratings (PN and SH)

The d=ecision centered validity approach has tu_-el cut

to be a powerful tocl for the present research. It has

allowed a mEans of directly demostr=ina the usefulness of

a composite predictor in a future selectio n rcle. Provided

apprcpriate utility values can be derived, it is obvious

that the methodology employed in this study could be trca-

dened. For example, in evaluatirg which cu--off tc arpDly,

the criterc:n can be segmented into as man'y separate catego-

ries as is required to reflect the different inividual

returns for the pa i r-r of predictor outcomes. At one extreme
in criterion categorisation is the LOS methcdology employed

here, in which the critericn was considered as a dichotomy.

At the other is the situation in which each and every

subject in the research could be individually evalua-ad i-

utility terms. For example, for every subject a value could

he placed on the service he/she provided, and an estimation

could be made as to the value - the Navy (positive or
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negative) in the case that this person was not enliszed

because cf selection screening. These two values, which

would prcbably not be the same, could be -aken as oredio-or

accept and predictor reject utilities and ther. usad in

exactly the same manner as in this study to deresrmins an

optimum predictor cutting-score which maximises t ota-a
utility fcr all subjects. If the utility valies were accu-

rately derived from costs anr products, then it may be

possible tc express selection utility i- dcllars per

enlistee, whiah would be a readily accep-abl means cf just-

.fying a selecticn prccelure.

In applying the regrassicn equations devseloped her to

an actual setting, there are two other impor-tant considera-

tions. These are bcth related to decisions that the Navy

would maks with respect -o implementation. in this thesis,

there was nc sxternal Navy decision as to which c-iteria of

perfcrmance 4s the mcst useful for DersCnnei sl-ctin.

Length of service is widely used as a measure of socd/

desirable behavicur, but for some eimployments, i- may no: be

so impcrtant. Indeed for soms emp!omen~s, "short" te.nure

may even be a goal (e.g. those emplcyinent- which ssrve

primar:iy :c prepare perscnnel for later jobs). So befcre

any a-empt is made tc implement these zesul-s the crtsr-on

would neel to be szecifically defined. I: co ld be -hat

there a e c-'.er more Fertinent cr-::eria than those employed

n this thes-.

The cther issue about implementation 's related to costs

and has two as-.cts. Fir st, the present- study estimated
cos-s and utilities through published cos- da-a. Th ese

figures were clarly and directly :el--vant for the LOS

cri- -ercn, bu eve- In this application assumpticns were

made as to the rela-ive value of the predictor/criterion

outcomes. There are, perhaps, be-tter accoun-ing or economic

p=ocedurss to es-imate these values than was used here. An
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evaluaticn cf thz utilities employed here is needed fcr-

implementation of these selection devices. Second, -he c-ne:

aspect of cost is directly related to implementation. In

determining the optimum cutting-score on the predicive

device fcr this study and expressing this as a percentage

return cver base rate, it is cl-ar that iz do-is not -take

into account any costs associated with implementation. A

ccst-henefi,. type of analysis would be necessary to wsight

up the total costs of implementing and maintaining th-

procedures, against the expected return in erms :f more

profitable selection. The data present--d here are rlevant

to this type of analysis, bat returns over base -ate, for

example, would need to directly -ake daccun: of -h-e humbers

upon which each of the graphs in the previous chap-er was

based on. Scme cf the very high returns cv- base rate may

be seen in a different light when the numbers of cases s

taken into account. Ease rate is a utility per r=-lisnee:

the applicant pocl is small, total utility (the Drcduc . of

the number of enlistees by u-ility per enlistee) might no-

be sc high. If the cost of implemenning and maintaIning a

procedure was very high, then the expecte-d :turn over base

rats would have -o be even higher, so as to produce a pcsi-

tive return.
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VII. SUMMARY AND CONCLUSION

7his thesis set out to develop select.ion standards for

three US Navy ratings which varied in terms cf their

complexity requirements. The selection literature was

extensively reviewed. This gave direction as to the varia-

bles likely tc be predictive cf subsequent performance as

well as scme guillines for choosing appropria_ . c-tir:At c

predict. The method of evaluating the predictors in ff =e-

cisting subsequent performances took two forms. The fir~
was the traditional method for estimating validity cceffic-

ients through double cross-validation. The second applied

utility estimates to varicus predictcr/crirerion cu-comses so

as to determine the cut-off score on the compcsi-.=. preldictor

wnich maximised overall utility. These analyses w-re dcns.

controlling for the effects of such moderator variablis as

job ccmplexity, -ace and sex.

Within each r at ina a number of zsful Predictor/

critericr -=laticnships have been found. Zhes- . rela-ionships

were shown to be vilid and cutting scores derived which

maximisted total u ilit y of the se lecti;n device. Some

results suggest a significant race component in perfcrmanci.

This finding suggests the white race does not perform as

well as the other races in the SH and PN rating. The signs

cn scme ASVAB coefficints indicate negative rela-:ionships

with criterion scores. This result was no-: expected.

This research has illustrated the relationships that

exists in the data and the use to which they could b e put

for selection purposes. implementation of any cf these

relaticnships as a selection tool r.qui=s a confirmation

that the criteria used here are relevant and useful to

personnel managers in the US Navy. In addition, the current
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analysis bas been performed without any consideraticn o the

possible costs of the introduction and zaintenarce of thp

selecticr procedure. It would be necessary to conduct a

cost benefit analysis to determine if the total expected

returrs frcm implementation were sufficient to compensate

for tie costs involved and therefore to produce a positive

total return. To dc this properly require.s Navy decisions

about the appropriateness of the criteria to be predicted

and the utiity and disutility valies to be assigned to

correct and incorrect predictcr/critearia classificarions.

Such a ccs- benefit analysis has not oeen attemp-ted here,

but is relevant for future research.
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APPENDIX A

EXABPLE PROGRAM LISTINGS BASED ON PROCESSING SH

This appen .ix gives sample listings for the prcrams

used to analysise the SH rating. These exactly parallel

analyses for the other ratings.

1. SAS ._.mt Select SH from NPS Cohort Dnta

Cn the following pages (Table XXVI) is a lis-irg of

the SAS jcb to select out the SH from the Cohort FiIe of

206,000 and to place their records on Mass Storage.

The variables are read ia from raw data and the

first two pages cf Table XXVI, show the variables locations

and their descriptions. This lists all the variables avai-

lable in the zohcrt even though only a smaal .number of them

were actually used for the present analysis.

11e reader is referred to the SAS "Us==r's Guide" for

an explanation of the procedur=s involved. Comments

throughout the listing explain some of the program stsos.

2. SASProaram kc Perform R-1:ressions

The following two tables give listinas for two SAS

programs.

The first (Table XXVII) is t'he one used perfc=rm

steowise regression cn the whole ast of predictors sc as to

select cut -hose which the more useful. The rzader will note

that after the SH data is rsad in, it is sorted by race

which facilitates the subsequent ragressions which are

performed by race.

The second (Table XXV111) uses the output from the

previcus analyses to costruc, regression models fcr rele-

va-r. race/sex groupirgs. The data is split, fcr sach
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grouping, into two random samples ased as ths hastS fo.

cross-validation. Predictor and c. i-rion scores, af-er

validation are then output, in raw data form, to mass

storage sc as to be available for later FORTRAN analysis in

estimating cut-offs.

3. FCRTRAN Program used to Estimate Cut-offs on

Predictors

The raw output produced in the preceding SAS run is

used as input data for this program (Table XX[XI alcng with

the appzcpriate utility values.

The program is written so as to be run on one of the
Navy Postgraduate School's terminals which is linked to a

Tecktronics plotter, although it could easily bs rewritten

for a different plotting device. The plotting is perfcrmed

using subroutines of the School's DISSPLA computer package.
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TABLE XXVI

Listing of SAS Set-Up Program: Cohort to Pile

//NESBITTS JOB (2501 0171),INES3ITT 1,.CLASS=K
//*MAIN ORG=NPGVM1.2601P
// EXEC PGS=IEEBR14
//DD1 DD DISP=(OLDDELETE) ,DSN=,SS.S25O1.NRATESH
// EXEC SAS
//SAS.WORK DD SPACE(CYL(11Ol

// ISP=( N DELEE ELETE) UI=3/VOL=SER(,,Vs0O7 ?VS612,MVS 39.nS04 ,UNT=3
//FILEIN DD UNIT13(400-5 VOL=SER=ENLIST,
// DISP=OLD,DSN=ENLST.ALL.A7678
//FILEOUT DD UNIT=333V,SVGP=PUB4B,

//DISP=(NEWi,CATLG) DSN=MSS.S25O1.NRATESH,
IDCB= (BLKSIZE=64 06)

//SYSIN4 DD *
CFTICNS EaRORS=5;
DAIA FILECUT. NRATESH;

INFILE FILEIN; INPUT
@ 16 ENTRYAGE FIB1. @ 17 RECORDID P!Bi.
a 18d HY EC PIB1. @ 19 SEX PIBi.
21 20 FACE F131. @ 23 %IRTLDPND, P:B1.
a 24 72ES TFO R P181. a) 25 AFQTPCN." P18B1.
a) 26 AFQTGRPS P131. a 27 ASVABGI P:B1.
& 28 AS VAENO F131. it 29 ASVABAD P181 .
@ 30 AS V ABW K PIBi. @ 31 ASVABAR P7B1.
@ --2 ASVABSP F181. @ 33 ASVAB3IK P:81.
@ J4 AS V ABEI P181. @ 35 ASVABMC £181.
@ 36 ASVAEGS P£131. @ 37 ASVABSI PB1.
@ 3-8 AS V ABAI P131. 3 39 SERVACOS P:91.
M 40 PRIOPSEV FIBI. 3 43 ASVABCM P1B1.
@ 44 ASVABCA F131. @ 45 ASVABCE PIBi.
2 46 AS V ABCC P131. @ 58 ENTRYYR P'B1.
@ 61 TE RM EN LT P131. @ 62 ENTRPAYG P.L1.
3 59 ENTRYMTR FIBi. @ 60 ENTRYDAY ?7B1.
a 65 PROGENLTn FIB5. @ 73 BONUSOPT P:131.
@ 74 EN L S"OPT 7 131. a 75 YOUTHPRG P:31.
Zb 78 TAPEDATE P131. a 81 TRENLMOS P135.
3 86 TA FMS1 PIB2. a 88 DPOC1 P132.@ 90 DDOC1 FIB32. @ 92 HY7CI Pr1B1.
3 93 PAYGRDE1 F131. @ 94 SERVICEl P_31.
3 95 MRTSIAT1 P131. @ 96 NDPNIDNT1 PMB1.
@ 97 SPNSPD1 r183. @100 ISC1 P181.
1101 SrPRT.1YR PiIB1. 3102 S _-P RT 1 XT P131.
@103 SE PRT 1D Y P18B1. @104 BASD1YR P131.
&105 BA 5D 1,k1TH P131. @106 BASD1DAY P181.
31107 ETS 1YEA R P181. 3108 ETS1MNTH I £11.
,21C9 DOLE1YR "r181. 3119 DOLEI1ITH P181.
@113 PEBD1YR PIB1. 3114 PEBD 1 11H P-:31.
c)115 PEBD 1DAY rIB 1. 3111 CHARSRV1 P1B1.
3112 ELGREUP1 P181. 3116 FILEFLG1 P132.
3118 TA F IS2 P132. 3120 DPCC2 P132.
3122 DDOC 2 P182. 3124 HYEC2 2:31 .
1245 PAYGRDE2 P131. 3126 SERV:CE2 P131.

3127 MRTSTAT2 P181. 3128 NDPNDNT2 P131.
3129 SPNSP"D2 P133. 3132 13C2 P'131.
3133 SEPRT2YR F181. V3%3' SEPRT2'17 P131.
&135 SE PRT12 DY P181. 3136 BASD2YRi P181.
3137 BASD2MTH 71B1. 3138 BASD2DAY P131.
3139 ET S 2YE AR F181. 3140 ETS2.'NTH P131.
it141 DOLE 2Y R PIB1. 31tU2 DOLE2X1TH P131.
1145 PEBD2YR P131. a146 PEBD2?ITII £11.
3147 PEBD2DAY F131. a143 CHPLRSRV2 Pl81.
3144 5..GRE(JP2 P131. 31148 FILEFLG2 PIB2.
3150 TAFMS3 P131. 3151 TA?M1S4 P181.
2152 DPOC3 P132. 3154 DDOC3 P152.
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3156 HY EC 3 PIB 1. 1157 P AYG R DO3 PIl.l
1l158 SERVTCE3 PIB1. a159 MRTSTAT3 P:B1.
@160 NDPNDNT3 PIBi. a161 SPNSPD3 P133.
@165 SEPRT3YR P131. @166 SEPRT3MT PIB1.
(1167 SE PRT3 DY PIBI. 41168 BASD3YTR P:B1.
@169 BASD3MTH PIB1. it17 0 BASD3DAY PIBI.
1171 ETS 3YEA R FIll. a172 E1S3M~NTH P:B1.
3173 DOLE 3Y R F131. it174 DOLE3MTH Pl131.
&177 PEBD3YR Pl31. 3178 PFBD33i-TH P131.
a179 PEBD3DAY F131. 1164 ISC3 PIB1.
1175 CHARSRV3 P131. 1176 ELGREUP3 PIBi.
(1180 FILEFLG3 FIB2. 1182 FILEMTCH PIB4.
118E6 DOEYRDEP PIBl. a187 DOEMTDEP PIBl.
3188 INTHSDEP P131. a189 SPFLG3L PIBl.
@190 DCPGYR PIB1. V191 DCPGMNTH P:B1.
&212 GCT 2. @214 ARI1 2. 3)216 MECH 2.
1218 CLER 2. a220 A? QTS 2. 1222 PNEC $4.
3227 CTZ4SHIP $1. 3229 PRIDEPND 31.
1230 SEC DEPN D $1. 1&231 BRCL $2.
3233 GROUPIlD $1. 3234 AJTHRATE $4.
3240 EDPGYR $4. 3244 SCHLCODE $1.
d245 SC HL WVR $1. 32246 AS7AR $1.
3247 TS S IND 31. 1250 PRESRATE $4.
1254 NUMIPG1 f1. a255 PRRTABRV $3.
@258 EXAEIRATE 34. 3262 NUMPG 2 $1.
a263 EX RT ABRV7 $3. 1266 TOTLRAW 3.
3269 STDNAVY 2. 127 2 PRCODE .12.
Z1274 ALT P CDE 32. 1276 FINLM!ULT 5.
1281 FNMLTCUT 5. @287 ?RFFACTR 3.
1290 AWIFACTR 2. 2292 CHNGRATE $1.
3296 RATEIND 31. a297 SPPROIND 31.
3298 TYPENLST $2. 1301 IODZST $1.
33-02 NENLSTMT 1 . 3303 EAOS YY'iliDD6.
1309 TA S $4. &313 OAS $4.
a-317 LOSCODE $1. 3318 LOSWVR $1.
d.:19 SIPG 34. 3323 TIRWVR $1.
i-,~24 TIR $4. 3336 ADBD YYI1MDD6.
D343 EDPG YYMMDD6. 3349 DTIS 3.
2352 RECFORES 1 . 3356 NCHANG3S 3.
234 AG E 2. 3386 NHRCGCT 2.
,1388 NHRCAPqT 2. @390 !i1ENTLGRP $1.
3 3 91 EDCEBT-F $1. 3392 MOBLDSGN $1.
d39L4 HY ND PN DT 2. 1396 GRP(42ROG $2.
3398 SSDUTY $1. 3399 R EGRE SliV $1.
a@4C0 HYPAYGRD 31. 1401 N0TRCl1O $I.
3402 SSNCHNGE 31. 3403 TOTPRO1 2
2405 TOTLDEMO 1 . 34 06 TOTLAWOL 1.
3407 TOTDESRT 1 . @U0 8 TOTMLTCN 1.
1409 TOTCVLC.1 1. 3412 LNGTH SitV $4~.
@416 SCRiEEN 2. 341 ATTRITCD 1.
3419 RE C NTC 31. 3420 RECENLST $2.
6422 REC PROG M 31. 1423 RECPRGSC $2.
,2425 RCPGSCRT $4. 1435 ELSTHIST $1.
a36 NDAYSE2 4. &440 NDAYSE3 4.
,h444 NDAYSE4 4. 1449 DMDCRATE $3.
3452 DMDCNEC $4. 3456 D!IDrUIC $6.
1480 EARNNEC $4. 3484 TRAININD 31.
34E5 ST ACTION $1.;
tABEL
ENITRYAG E=AGE CF INDIVIDUAL AT TIME OF ENTRY
BECCFDID=RECOSE ID--EXAM SCORE, DEP, ACTIVE DUTY
HYEC =HIGHEST Y:EAR OF EDUCATION

SEX 2(1)MALEf (2 FEMALE
RACE W 1 HITE 2 BLACK, (3) OTH ER
MPTLDrND=MRI1 SATU)S/DEPENDENTS
TESTFORM=TEST FORM/ECFA,,ASVAB AFWST AjTf0SB...
AFCTPCNTA;FQT PERCENTIL!z (OR HUE.IVALEN !
AFQTGRPS=AFQT GROUPS (5,i~ C fA 3B,3A21

Vs AE GI =AS VAE APTITUDE AREA aCOR4E--SU6SCALE GI
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AS"ABNO =ASVAE APTITUDE AREA SCORE--SUBSCALE NO
ASVAEAD =ASVAE APTITUDE AREA SCORE--SUBSCALE AD
ASVABWK =ASVAE APTITUDE AREA SCORE--SUBSCALE WK
ASVAEAR =ASVAE APTITUDE AREA SCORE--SUBSCALE AR
ASVABSP =ASVAE APTITUDE AREA SCORE--SUBSCALE SP
ASVAEMK =ASVAE APTITUDE AREA SCORE--SUBSCALE SPK
ASVABEI =ASVAB APTITUDE AREA SCORE--SUBSCALE SI
ASVAEMC =ASVAE APTITUDE AREA SCORE--SUBSCALE MC
ASVAEGS =ASVAE APTITUDE AREA SCORE--SUBSCALE GS
ASVAESI =ASVAE APTITUDE AREA SCORE--SUBSCALE SI
ASVABAI =ASVAB APTITUDE AREA SCORE--SUBSCALE AI
SEEVACCS=SERVICE OF ACCESSION (NAVY 2)
PRIORSRV=PRIOF SERVICE (NON-PRIOR SERVICE,1)
ASVAECA =ASVAE APTITUDE AREA SCORE--SUBSCALE CM
ASYABCA =ASVAB APTITUDE AREA SCORE--SUBSCALE CA
ASVABCE =ASVAE APTITUDE AREA SCORE--SUBSCALE Cv
ASVAECC =ASVAB APTITUDE AREA SCORE--SUBSCALE CC
TERMENLT=TERM OF ENLISTMENT (NO. OF YEARS)
EN IRPAYG=ENTRY PAY GRADE (E0O--Oil)
PBOGENLT=PROGRAM ENLISTED FOR- -SERVICE UNIQUF
BCNUSOPT=BONUS OPTION COMBAT OR NON-COMBAT
ENLSTOPT=ENLISIIENT OTION
YCUIHPRG=YOUTH & RESERVE TRAINING PROGRAMS
TAPETATE=MONTH OF FILE ON WHICH RECORD SUBMITTFD
TRENLMOS=OCCUP. SPECIAL./RATING CHOICE UPON ENTRY
TAFMS1 =MONTHS OF TOTL. ACTIVE FED. MILIT. SERV.
DECC1 =D.O.D. PRIMARY OCCUPATION CODE
DrCCi =D.O.1;. DUTY OCCUPATION CODE
HYEC1 =HIGHEST YEAR OF EDUCATION
PAYGRDE1=PAY GRADE AS-OF-DATE-OF-FILE/SEPARATION
SERVICE1=SERVICE CODE& 2, NAVY!,
SBTSTAT1=MARITAL STAT (1,oTHR 3 2,MARRIED)
NDENDNT1=NUMBER OF DEPENDENTS (1 NONE)
SENSPD1 SEPARATION PROGRAM DE SIGNATOR
ISCi =INTER-SERVICE SEPARATION CODE
SEPRT1YR=YEAR CF SEPARATION (2ND DMDC SECTION)
SEPRT1MT=MONTH OF SEPARATION (2ND DMDC SECTION)
SEPR71DY=DAY Ci SEPARATION (2ND DMDC SECTION)
EASDIYR =YEAR OF ACTIVE DUTY BASE DATE
5ASDIMTH=3ONTH OF ACTIVE DUTY BASE DATE
BASDIDAY=DAY CF ACTIVE DUTY BASE DATE
ETSIYEAR=ESTIMATED YEAR OF FULFILLED ACTIVE DUTY
ElS1MNTH=ESTIMATED MONTH OF FULFILLED ACTIVE DUTY
CHARSR71=CHARACTER OF SERVICE
ELGREUP1=REENIISTMENT ELIGIBILITY
;ED1YR =YEAR OF PAY ENTRY BASE DATE
P EBDIl'T9=ONTH OF PAY ENTRY BASE DATE
PEED1DAY=DAY CE PAY ENTRY BASE DATE
ENTRYYR =YEAR CF ENTRY TO ACTIVE/D.E.P.
:NTRYMTH=MONTH OF ENTRY TO ACTIVE/D.E.P.
4NTPYDAY=DAY CF ENTRY TO ACTIVE/D.E.P.
SE-PETlYR=YEAR OF SEPARATION (2ND D3iDC SECTION)
SEPRTlMT=MONTH OF SEPARATION (2ND DMDC SECTION)
S!PrRT1DY=CAY Of SEPARATION (2ND DMDC SECTION)
BASDIYR =YEAR OF ACTIVE DUTY BASE DATE
BASDIMTH=MONTH OF ACTIVE DUTY BASE DATE

P.SDCAY=DAY OF ACTIVE DUTY BASE DATE
Z'lSlYEAR=ESTIMATED YEAR OF FULFILLED ACTIVE DUTY
ETSIMNTH=ESTIMATED MONTH OF FULFILLED ACTIVE DUTY
PEED1YR =YEAR CF PAY ENTRY BASE DATE
PfEDIMTH=MONTH OF PAY ENTRY BASE DATE
PEBDIDAY=DAY CF PAY ENTRY BASE DATE
FILEFLGI=FILE FLAG NO. 1
P.ED2YR =YEAR OF PAY ENTRY BASE DATE
PIED2"TH=MONTH OF PAY ENTRY BASE DATE
PEBD2DAY=DAY CE PAY ENTRY BASE DATE
SEPRT2YR=YEAR CF SEPARATION (3RD DMDC SECTION)
SEPRT2MT=MONTH OF SEPARATION (A3RD DMDC SECTION)
SEPRT2DY=DAY OF SEPARATION (3RD D'IDC SECTION)
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EASD2YR =YEAR CF ACTIVE DUTY BASE DATE
BASD2MTH=MONTH OF WCTIVE DUTY BASE DATE
BISD2rAY=DAY OF ACTIVE DUTY BASE DATE
ETS2YEAR=ESTIMATED YEAR OF FULFILLED ACTIVE DUTY
ETS21.NTH=ESTIMATED MONTH OF FULFILLED ACTIVE DUTY
PEED2YR =YEAR CF PAY ENTRY BASE DATE
PfBD2MTH=MONTH OF PAY ENTRY BASE DATE
PEBD2DAY=DAY CF PAY ENTRY BASE DATE
TAFMS2 =!ONTHS OF TOTL. ACTIVE FED. MILIT. SERV.
DPCC2 =D.O.D. PRIMARY OCCUPATION CODE
DrCC2 =C.O.C. DUTY OCCUPATION CODE
HYEC2 =HIGHEST YEAR OF EDUCATION
PAYGPCE2=PAY GRADE AS-OF-DATE-OF-FILE/SEPARATION
SERVICE2=SEBVICE CODE (2, NAVY
MRISTAT2=,ARITAL STATUS (1 OTHIR, 2 MARRIED)VDENDN.2= NUMBE,9 OF DEPENENTS 11, NUM R I DO E )
SENSPD2 =SEPARATION PPOGRAM DESIGNATOR

ISC2 =INTER-SERVICE SEPARATION CODE
CPARERV2=CHARACTER OF SERVICE
ELGREUP2=REENLISTMENT ELIGIBILITY
FILEFLG2=FILE FLAG NO. 2
PTED3YR =YEAR CF PAY ENTRY BASE DATE
PEED3MTH=tONTH OF PAY ENTRY BASE DATE
PEED3DAY=DAY OF PAY ENTRY BASE DATE
SEPRT3YR=YEAR CF SEPARATION (4TH DDC SECTION)
SEPRT3MT=,lONTH OF SEPARATION (4TH D:IDC SECTION)
SEPRI3DY=DAY CF SEPARATION (T4 DNDC SZCTION)
EASD3YR =YEAR C ACTIVE DUTY BASE DATE
HASD3MTH=.ONTH OF ACTIVE DUTY BASE DAr2
EASD3DAY=DAY CF ACTIVE DUTY BASF DATE
ETS3YEAR=ESTIMATED YEAR OF FULFILLED ACTIVE DUTY
ETS3MNTH=ESTIMATED MONTH OF FULFILLED ACTIVE DUTY
PEED3YR =YEAR OF PAY ENTRY BASE DATE
PEBD3MTH=MONTH OF PAY ENTRY BASE DATE
PEBD3DAY=DAY OF PAY ENTRY BASE DATE
TAFMS3 =MONTHS OF TCTL. ACTIVE FED. MrLIT. SERV.
TAFMS4 =MONTHS OF TOTL. ACTIVE FED. MILIT. SERV.
DPCC3 =D.O.D. PRIMARY OCCUPATION CODE
DECC3 =D.O.D. DUTY OCCUPATION CODE
HYEC3 =HIGHEST YEAR OF EDUCATION
PAYGRDE3=PAY GRADE AS-OF-DATE-OF-FILE/SEPIRATION
SERVICE3=SERVICE CODE (2, NAVY)
MRISTAT3=MARI7AL STATUS (1,OTHER, 2 MARRIED)
NrENDNT3=NUMBER OF DEPENDENTS fNONE)
S NSPD3 =SEPARATION PROGRAM DESIGNATOR
ISC3 =INTEF-SERVICE SEPARATION CODE
CHARSRV3=CHARACTER OF SERVICE
ELGREUP3=REEN IIST MENT ELIGIBILITY
.ILEFLG3=FILE FLAG NO. 2
FILEMTCH=4-BYTE BINARY FILE MATCH INDICATORS
DCEYRDEP=DOE YEAR INTO D.E.P.
DCEMTDEP=DOE MCNTH INTO D.E.P.
MNIHSDEP=MOWTHS IN D.E.P.
SPFLGML =SPANISH FLAG MASTER/LOSS
CCPGZNTH=AONTH OF DCPG
DCPGYR =YEAR CF DCPG
GCT =EASIC BATTERY GCT
ARI =BASIC BATTERY ARI
.1-CH =EASIC BATTERY MECH
CLHER =BASIC BATTERY CLER
;NEC =NAVY ENLISTED JCB CODE
CTZNSHIP=CITIZENSHIP CODE
BECL =ERANCH/CLASS
GROUPIND=GROUP INDICATOR
AUTHRATE=AUTHORIZED RATE (ABBR.)
.DPGYR =EFFECTIVE DATE CF PAY GRADE
SCHLCODE=SCHOCL CODE
SCHLhVR =SCHOCI WAIVER
PRESFATE=PRESENT RATE CODE
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PRRTAERV=PRESEPT RATE (ABBR.)
EXAMRATE=EXAMINATION RATE CODE
EXBTABRV=EXAMINATION RATE (ABBR.)
TCTLRAW =TOTAL RAW SCORE
SIDNAVY =STANDARDIZED NAVY SCORE
PRCOCE =PROCESS CODE
AlTPRCDE=ALTERNATE PROCESS CODE
FINLMULT=CANDIrATE'' S FINAL MULTIPLE
FNMLTCUT=FINAL MULTIPLE CUT
PEFFACTR=PERFOBMANCE FACTOR
AWIFACTR=AWI FACTOR
CENGRATE=CHANGE OF RATE INDICATOR
NENLSTMT=NUMBER OF ENLISTMENTS
EAGS =EXPIRATION OF ACTIVE OBLIGATED SERVICE
TAS =TOTAI ACTIVE SERVICE
CAS =OTHER ACTIVE SERVICE
SIPG =SERVICE IN PAY GRADE
LCSCCDE =LENGTH OF SERVICE
LCSWVR =LENGTH OF SERVICE WAIVER
TIFWVR =TIME IN PATE WAIVER
TIR =TIME IN RATE
AEED =ACTIVE DUTY BASE DATE
EDPG =EFFECTIVE DATE CF PAY GRADE
£TIS =DRILL TIME IN SERVICE
NCHANGES=NUMBEP OF CHANGES/ENTRIES IN NHRC FILE
AGE =CANDIrATEO'S CURRENT AGE
!IHPCGCT =NHRC FILE''S GENRL. CLASSIFICATION TEST
NHRCAFQT=NHRC FILE'' S ARMED FORCES QUALIFY. TEST
MENTLGRP=MENTAI GROUP CODE
ErCERTIF=EDUCATION CERTIFICATE
MOBLDSGN=MILITARY OBLIGATION DESIGNATOR
HYNDPNDT=HIGHEST NUMBER OF ?RIMARY DEPENDENTS
GBP4rROG=GROUP IV " (00K) PEOGRAM CODE
SSEUTY =SEA-SHORE DUTY INDICATOR
REGRESRV=REGULAR RESERVE INDICATOR
HYPAYGRD=HIGH!ST PAY GRADE
NOTPCMD =NOT RECOMMENDED FOR RE-ENLISTMENT
SSNCHNGE=SOCIAL SECURITY/NALIE CHANGE
TCTPPOMO=TOTA I PROMO TICNS
T"CTLDEMOT OAL DEMOTIONS
TCTLAWOL=TOTAL UA/AW CT,
TCTDESRT=TOTAL DESERTIONS
TC'IMLTCN=TOTAI MILITARY CONFINEMENTS
TCTCVLCN-TOTAL CIVILIAN CONFINEMENTS
LNGTHSRV=LENGTH OF SERVICE
SCREEN =SCREEN SCORE
AITRITCD=ATTRITION INDICATOR
R!CNTC =RECRUIT NAVAL TRAINING COMMAND
RECENLST=RECRUIT TYPE ENLISTMENT
RECPR-CGM=RECRUIT PROGRAM AT ENLISTMENT
RECPRGSC=RECRtIT PROGRAM/SCHOOL
RCEGSCRT=RECROIT PROGRAM/SCHOOL RATE
EISTHIST=ENLISTED HISTORY STATUS
NEAYSE2 =COMPUTED NUMBER OF DAYS TO E-2 RATING
NEAYSE3 =COMPUIED NUMBEP OF DAYS TO E-3 RATING
NEAYSE4 =COMPUTED NUMBER OF DAYS TO E-4 RATING
DCLEIYR =YEAR CF LATEST RE-ENLISTMENT
DCIElMTH=MONTH OF LATEST RE-ENLISTMENT
DCLE2YR =YEAR OF LATEST RE-ENLISTMENT
DCIE2MTH=HONTH OF LATEST RE-ENLISTMENT
DCLE3YR =YEAR CF LATEST RE-ENLISTMENT
DCLE3MTH=MONTH OF LATEST RE-ENLISTMENT
DMDCRATE=FINAL RATING AS LISTED BY D.M.D.C.
DMDCNEC =FINAL N.E.C. AS LISTED BY D.M.D.C.
DMDCUIC =FINAL U.I.C. AS LISTED BY D.3.D.C.
CCNVEATE=CONVENING DATE FOR NITRAS COURSE
GRADEATE=GRADUATION DATE FOR NITRAS COURSE
TRANEATE=TRANSACTION DATE FOR NITRAS RECORD
EANNEC =DID CANDIDATE EARN AN NEC?
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TRAINIlD=TRAINING INDICATOR
STACTION=STUDENT ACTION CODES (PASS P, ETC)
If DL~rCRATE='SH'l OR PRRTABRV=' SIV OA .)

BCPGSCRT='2490' OR EXA.IRATE=124901;
PFCC FREQ

IABLES MDCBATE PRRTABRV RCPGSCRT
AUTHRATE PRESRATE EXAMiPAT3;

TITLE ATTEMPT AT FORMING AN SH FILE;



TABLE XXVII

Progran Listing of Stepwise RegressiLon for SH

//NESBITTS JOE (2501,0171),'NESB3ITT ',CLASS=C
//*M1AIN LINES=(25) 0ORG=NPGV,'l. 2501P
// EXEC SAS
//SAS.WORK DD SPACE= (CYL (25 50~

DISP= (NEW,DEE~DELETE~
//FILEIN ED D:ISP=SHR,DSN=MSS.S2 501.NRATESH
//SYSIN DD *
CPTICNS LS=80 NOCENTER NODATE;
.A*IA;SE-T FILEINI.NRATESH;

NUMBER OF YEARS OF EDUCATION IS CONVERTED ?rOA I
IITS DNDC ORCINAL CODING (1-13) TO A numielzic. I

tIF HYEC=1 THEN CHYEC=3- IF HYEC=2 THEN CHYEC10
IF HYEC=5 THEN CHYECli;IF H!EC=6 THEN CHYEC=12;,
IF HYEC=7 THEN CHYEC=13;IF HYEC=8 THEN C-HY:-C=1U*
IF HYEC=9 THEN CHYEC=151F HYEC=10 THEN C-HYEC=1IF HYEC=ll THEN CHYEC1l ;IF HYEC=12 THEN CHYFC=2)
IF HYEC=13 THEN CHYEC=11.5;

I VALIDITY VALUE SCREENS
I-----------------------------------------------
IF EN'IRYAGE GE 35 THEN !-NTRYAGE35;
IF ENTRYAGE >= 17;!F TOTPROlO<=5;
IF SCHLCODE='A' THEN SCHLCODE= 1 '
ELSE SCHLCODE'0' ;NUSCHCDE=SCHfLCO6E+0;
NiUATTRIT=ATTRITCDi0; IF NZJATTRIT=2 TH~EN
NUATTRIT=1;:-ELSE IUATTRIT=0;
N C NOT RC =. OT RC M U+0
N UH Y F AY = YP A Y G RD +
YEAR=StJBSTR (LNGTHSRV 1 2)
MCNTH=SUBSTRH(LNGTHSRV 5~ 2)6YEARS=YEA-i+0 'CNTHS=M6NH+b
LCSMNTHS= EAiS*12+MO NTHS;
If MCNTHS >= 6 THEN YEARS=YEARS41;
CNEYEAR=O;IF LCSMNTHS >= 12 THEN ON4EYEAP=1:
TrLCYEAR=0;IF LOSMNTRS >= 24 THEN TWOYI-AB1:
THRYEAR0;IF LCSMNTHS >= 36 THEN THRYZEA?1~;
FORYHAR=0;IF lCSMNTqS >= '48 THEN FORYEA~1;
LABEL LOSMlNTHS=TO TAL LOS IN 3ONTHS (NUMERIC)

-:he highest paygrade is d-e:srmnined I

IF FILEFLGI=$3209 THEN PAYGRADEPAYGRDI.
IF FILEFLG1 NE 8209 THEN PAYGRADEPAYGRbE3;
IF PAYGRADE>=2 THEN NDAYSvE2lN DAYSE2; ELSE NDAYS!22=0;
IF PAYGBADE>=3 THEN NDAYS23D SE;LEN yS20
IF PAYGRADE>=4 THEN NDAYsE24=NDAYSE'4;'LSE IDAYS:E2t4O:
IF 4CAYS"22O THEN NDAYSE22=1275;
IF NCAYSE23O0 THEN NDAYS1E23=1461;
!F NCAYSE24O0 THEN N4DAYSE24=1750;

TIMEE2=.
TIMt'EE3h 0.
TIMEE!4=0
7IM EE2 =(R6MUNC (NDA YSE 22) 3 36 5/12)1 * 1 0 /10)1
TIMEE3= (ROU4D (((DAYSE23) /365/12~ *10) /10~
TIMEZ4= (ROUND ((NDAYSE24I /365/12 ) *10) /10;
LABEL

TIMEE2 =ROUNDED NUM1BER OF MONTHS TO Z2
IIMlEE3 =ROUNDED NUMBER CF MONTHS TO E3
TIMEE& =ROUNDED NUMBER CF MONTHS TO E4;

i rEFINEs "ELIGIBILITY TO RE-ENLIST"1.I
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IF FILEFLGI=8209 THEN ELIGrYEU?=1;
I F (FILEFLG1 NE 8209 ANDAISC3'GT 0)AND
(ELGUP3 -EQ -1)) -THEN) El IG -_UP=1 ; ZLSE ELIGREUPO0;

Idefines "ACHIEVED E-4"1, 14 JOINT I I
ICONSIDERATICN OF THE D. 1.D. C. AND N. H.R. C.

IF ((PA YGRADE GE 4) AND (HYPAYGRD GE 41) THEN ACHVDE41;
IF (PAYGRADE LT 4I OR HYPAYGRD LTF'4) )THEN ACHVDEL&0;I dfine 1RATEDI VERSUS "NOT-RATED".I

IF ((DMDCRATE NE I. I AND (DMDCRATE NE ' 1
ANE (SERVACCS EQ 2) AN D (SERVIC?,l EQ 2) AND
((PA YGRADE GE LI) AND (HYPA-.(-RD GE 4))) THEN
FATED=1;:-LSE IATED=0;

I elmina-:a s in valid asvab subscals scores

IF ASVABGI<=15;IF ASVABNO<=50;IF ASVABAD<=36:
IF ASVAB'WK<=30;IF ASVABAR<=20;IF ISVABSP<=20;
IF ASVABHI(<=20;IF ASVABEI(=30;IF ASVABMC<=30;
IF ASVABGS<=20;IF ASVABSI<=20;IF ASVABJAI<=20;
IF ASVABCM<=30;IF ASVABCA<=20;IF ASVABCE<=30;
IF ASVABCC<30;

r stablishes entry groups:
entry exam dmic

1 1 yes yes yes
I(2 yes is sno

(3yes nio yes
(4 es r.o no

5 cYes yes
no y;es 110

11)no no ye-s
l(RCPGSCRT'2L490' AND EXARAT124901

ANE rMDCRATE'ISH' ) THEN ENTiYGRPPl
IF (RCGSCRT='249 O1 AND EXA 1RATE=#2 4901
ANE DMDCRATE NE ISM') THEN ENTRYGR=2
IF (lCPGSCRr= 124901 AND ZXAliATE NE2 12 490'
AN4 DDCRATE='SH')TE NRGP3

A~ DDCAT N D) THEN ENTRYGRP3@)490
I! (BCPGSCRT=NE29 AND EXARATE'2E 0'
AND DMDCRATE'NEH' ) THEN ENTRYGRP=

IF (RCPGSCRT NE '490 AND EXAIRAT 2L9O'
AND 0,%DCATE= NEHI TS) ENTRY GP=

IF (RCPGSCRT NE '2490' AND EXAMRATE NE '2U90'
AND M'lDCiATE='SHT) THEN ENTRYGRP=7;

INEW VARIABLE "DEPNDNTS"I

IF MRTLDPN.D=1O THEN DEPDNT =0 ,IF %l_'_LDPND GI 10 THEN DEPNDNT~1

GOCDGUY20,
IF LCSMNTHt < U48 THEN GOODGUY =10;
IF LCSMNTHS >= 48 AND RATED=l
ANC ELIGREUP=1 THEN GOODGUY =30;
BAEGUY3O;
IF LCSMSTHS < '48 AND (ISC3 <=87 AND
ISC3>=60 ) THEN BADG UY =lhL>0THN0DUI? LCSMN T9S < £48 AND TOTIAIL>0THNBDU =10;
IF LCSMNTHS < 48 AND TOTDESRT > 0 "HEN BADGUY =10;
IF LCSMNTHS < 48 AN D TOTMLTCN > 0 THFEN BADGUY =10;
IF LCSMNTHS < 48 A ND TOTCVLCN > 0 TH.EN BADGUY =10,
IF LCSMNTHS < 48 AND BADGLIY=30 THEN BADGUY =20
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IF LCSMNTHiS >= 48 AND TOTLDEMO > 0 THEN BADGUY =20;
IF LCSMNTHS >= 48 AND ELIGREEJP = 0 THEN BADGUY =20:
LABEL
DErNrNTS=SINGLE NO KIDS 3/OTHE7RS 1
CHYEC =CONVEEED NUMBER OF YEARS OF EDUCATICN
NOHYPAY =NHRC FILE-- HIGHfEST PAYGRADE ATTAINED
NUSCHCDE=ADVANCEMENT FILE--''A SCHOOL COMPLETEE
NUATTRIT=NHRC FILE-- ATTRITION CODES
NCNCTRC =NHRC--NOT RECOMMENDED FOR iRE-ENLISIMENT
N4EAYSE22=SCREEWED NUMBER OF DAYS TO E-2
NLAYSE23=SCREENED NUMBER OF DAYS TO E-3
NEAYSE24=SCREENED NUMBER OF DAYS TO E-4
ELIGREUP=ELIGIELE TO RE-ENLIST
ATTRITC2=DMDC-EASED STANDARD ATTRITION MEASURE
AITRITC3=DMDC-BASED NEGATIVE ATTRITIO N MEASURE
PAYGEADE=rMDC-PASED HIGHEST PAY-GRADE ATTAINED
ACHVDE4 =DMDC 6 NHFC CCNCORDANT E-4 ACHIEVED
RATED =ACCESSED & MOST RECENTLY NAVY--I1ADE E-4
ENTIRYGRP=7 ENIBY GROUPS, NHRC/BXAMRATE-/DMDCRATE;
IF ENTRYGRP NE 4;

RANDNUM1=FCUND (2*UNIFORA (12354))
IF RANDNIJM1=O THEN RAN DNUM1=2;

IF BASD1YR <= 78 OR (BASD1YR = 78 AN~D 3ASD1N4TH <= 9);
If ENTRYGRP NE 4;
lF ISCi > 16 OR ISC1 < 1O;* MEDICAL DISCHARGES;
IF 15C2 > 16 CP ISC2 < 1O;* MEDICAL DISCHARGES;
IF ISC3 > 16 CR ISC3 < 10;* MEDICAL DISCHARGES;
IF ISCi > 33 CR 1501 < 30;* DEATHS DISCHARGEES;IF 1C2 > 33 CP ISC2 < 30;*DATS ICHRES
IF ISC3 > 33 OR 1503 < 30;* DEATHS DISCHARGEES;

IF 1SC2 > 42 CR ISC2 < 30; * OFFICER ?_NTR A NTS;
IF ISC31 > 42 CR 1503 < 40;* OFFICER ENTRANTS;
IF SEX1 &* SELECTS ONLY MALES;

;FCC so qT;
BY RACE'

PFCC STEPWfSF;
BYDE L6SMNTHS GOODGUY BADGUY= AQPN

AFQTGRPS ASVABGI ASVABNO ASVABAD ASVABWK
ASVAEAR ASVABSP ASVABMK ASVABEI A1SVABMC ASVABGS

ASVABSI ASVABAI ASVABCM ASVABCA ASVANBCE ASVABCC
ENTRYAGE CHYEC ENTRPAYG MRTSTNT1
SCREEN DEP4CNTS/STEPWISE;
TITLE STEPWISE SELECTION OF PREDICTORS
BY RACE SH SAMPLE;
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TABLE XXVIII

Program Listing to Output & Cross Validate

//NESEI1TTS JOB (2501, C17 1) 14ESBITT ICLASS=C
//*MAIN LINES= (25) ,ORG=NFGVM1.2501P

//EXEC SAS
//SAS.WORK DD SPACE=(CYL, (25 50))// DISP=(NEW, DELETE SEL ETA
//PILEIN DD D ISP=SHA DSN=MLS.S25O1.NRtATESH
//FT31FOO1 DD urNI=33.50V,NSVGP=PUB&Z,

II DISP=(NEW CATLG) DSN=MSS.S2501.SHLMN
// DCB= (RHFM=FB L ECL=80,BLKSIZE=3126)

//FT32FOOJ DD UNIT=3350OV,L4SVGP=?UB4Z,
1/ DISP=(NEI%,CATLG) DSN=LISS.S2501.SHLWH

II DCB=(RECFM =FB LRECL=t30,BLKSIZE=3125)
/,/F!33F00 1 DD UN:T=33 50V,MSVGP=PUBL4Z,,

// DISP=(NEW CATLG) DSN=MSS.S2501.SHLBL
// DCB= (REHFMk=FB L ECL=80,BLKSIZE=3125)

//FT3L&!001 D D 'I IT=335OV,.-1SVGP=PUB4Z,
// DISP(NW.CATLG) DSN=MSS.S2501.SHLOT

/1 DCE(RE FM=FB,LRECL=80,BLKSI'-E=3126)
,/SYSIN DD *
data;set- filein.nratesh;
CN4EYFAR=0;iP LCSMNTHS >1 12 THEN ONEYE-AR=1;
TWCYEPR=0;IF LCSMNTHS >= 2L4 THEN TWOYEAR31;
THFYEAR=0;IF LCS11NTHS >= 36 THEN THRYEAR=1,
FORYEAR=O;!F LCSMNTHS >= 38 THEN FORYEAR=1;
IF SE-X=;* SELECTS ONLY MALES;
DATA IRIALDAT* SET DATAl;
IF RACE>=0;* ELECTS ALL RACES;
ZATA DIFFR'NTZ SET TRTALDAT;
iOATA Erikv8;shT CIFFRNTZ;IF RANDNtJN1>1;
DATA VALID8iSW'I DIFFRNTZIF RAND)NUM1=1; '1HA:MDZPROC REG DA A=CERIV8 SI,1L7 OUTEST=BO1;LOSL1HT~CE

LCSM4THS=ENTRYAGE ASVABG1 ASVABAI ASVABCA
SCREEN MRTSTAII EN'TRPAYG ASVABGS ASVABAD
ASVAECC ASVABMC ASVABAR AFQTGRS DEPNDNTS/STB;

TITLE MODEL ALL SHS FCR TOTAL LOS SAMPLE ONE;
PRCC REG DATA=VALID8 SIMIPLE OUTEST=BO2; LOS! 2HAT:M~CDE-L

LCSMNTHS=ENTRYAGE ASVABGI ASVABAI ASVABCA
SCREEN M RTSTAT1 E4NTRPAYG ASVABGS ASVABAD
ASVABCC ASVABBIC ASVABAR AFQTGRPS Dz-PNDNTS/STP;

TITLE M~ODEL ALL SHS FCR TOTAL LOS SAIPLE TWO;
PROC SCORE OUT=201?RED TYPE=OLS SCORE=BOI
rATA=VALID8 PREEICT -VAR EN'TRYAGE ASVABGI kSVABAIr

ASVAECA SCREEN MRTS±'AT1 ENTRPAYG ASVA3GS ASVAEAD'
ASVABCC ASVABMC ASYABAR ArQTGRPS DEPNIDNTS;

PROC SCORE OUT=BO2PRED TYPE=OLS SCOREEB)'
EATA=EERIVS PR EEICT VAR ENTRYAG2 ASVA3GI iSVABAI

ASVAECA SCREE N %IRTS.A Ti ENTRPAYG3 ASVABGS ASVABAD
ASVAECC ASVABMC ASVABAR AFQTGRPS DEPNDN-TS;

FRCC CORR DATA=3O1PRED;VAR
LOSMNTHS LOSLM1EAT'

TITLE ALL SHS FIRST VALID±TY COEFFICIENT;
FRCC CORE DATA=E02PRED;VAR

LOSHIHS LOSM2vHAT;
TITLE ALL SHS SECOND VALIDITY COEFFICIENT1;
PRCC SCORE OUT=ALLPRED TYPE=OLS SCORE=BO1
ZATA=[:IFFRNTZ PREDICTi VAR ENTRYAGE ASVABGI ASVABA:'

ASVAECA SCREEN MRTST T1 ENTRPAY: ASVABGS ASV&,9AD
ASVABCC ASVABLMC ASVABAR AFQTGRPS DEPND!"S;

PROC SCORE OUT=TWOPRED TYPE=OLS SCORE=BQ2
rATA=al1pr-3d PREDICT; VAR ENTRYAGE ASVABGI ASVABA!

ASVAECA SCREEN M!RTSTAT1 ENTRPAYG ASVABSS ASVAEAD
ASVABCC ASVAB4C ASVABAR AFQTGRPS DEPNDNTS;

DATA TABLESElT TWOPRED
PREICTOR=( (OSN 1HAT.LOSA2EIAT)/2;
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PRCC SORT; BY PRDICTOR;
TITLE SORTING BY PRDICTOR FOR ALL SH .MEN;
DATA STOREjSET TABL' FILE FT31FOO1;PUT (FORYEAR P DICTO~ THRYEAR RACE) (10.7);
rATA TBIALEATiLSET DATAl1
IF RACE=1l* StIECTS WHITES SHS;
DATA DIPFANTZ- SET TRIALDAT;
DATA rERiv8;Sh DIPFRNTZ;IF RANDNU,11>1;
DATA VALIDS SET DIFFRNTZ'1F RANDNUM1=1;
PRCC BEG DA+A=CERIV8 SIM LE OLTESTBO1!LOS'M1HAT:MODEL

LCSMNTHS=ENTRPAYG ASVABGI ASVABAI ASVkBMC SCREEN
MFTSTAT1 AFQTGEPS DEPNDNTS/ STB;

TITLE MODEL WHITE SHS FOR LOS SAMPLE ONE*
PRCC REG DATA=VALID8 SIrMPLE OUTEST=BO2;L6SM2HAT:MCD--L

LCSMNTHS=ENTRP-AYG ASVABGI ASVABAI ASVA3MC SCREEN
MRISTAT1 APQTGRPS DEPNDNTS/ STB;

TITLE MODEL WHITE SHS FOR LOS SAAIPLE TWO'
PROC SCORE OUTHO01PRED TYPE=OLS SCORE=B0i
DATA=VALID8 PREDICT ,VAR ENT3PAYG ASV&BGI ASVABA!
ASVABMC SCREEN IRTSTIT1 %FQTGRPS DEPNDNTS;
FROC SCORE OUT=EO2PRED TYPE=OLS SCORE=B02
DATADrERIV8 PREDICT ,VAR ZNTRPAYG AS7ADGI ASVAEA:
ASVAEMC SCREEN MRTSTIT1 AFQTGRPS DENIDNTS;
PRCC CORR DATA=EO1PREDVAR

LOSPMNTHS LOSMiHAT;
TITLE WHITES FIRST VALIDITY COEFFICIENT;
PiiCC CORE DATA=EO2EZD;VAR

LOSMLINIHS L3SM24IAT*
TITLE WHITES SECONDr VALIbITY COEFFICIENT;
PRCC SCORE OUT=ALLPRED TYP3=OLS SCORE=5O1
CATA=CIFFRNTZ PFEDICT *VAR ENTRPAYG ASVAbGI ASVABAI
ASVABMC SCREEN MRTSTATi AFQT-3RPS DEPNDNTS.
PRCC SCORE OUT=TWOP'RED TYPE=OLS SCOR-TBO2
EAIA=alJ. red PREDICT~ AR ENTRPAYG iiSVABGI ASVABA'-
ASVAEMC CREEN MRTSTA41VAFQTSRPS DE?'.D~iTS;
DATA TABLE SET TWOPRED;
FRrICTCR=( (OS.41HAT+LOSM2HAT)/2;
PRCC SORT -BY PRDICTOR;
TITLE SOATING EY PRDICTOR FOR WHITE 3~ H PAEN;
EATA STORE;SET TABLEjFILE FT32FO31;
PUT (FCRYEAR PREICTO~ THEYEAR RACE) (10.7)
DATA TRIALDAT SET DATA1;
IF RACE=-2i* S~iLECTS BLACK(S
LATA EIFF NTZ; SET TRIALDAT;
DATA r.ERIV8;SET DIFRNTZ;IF RAN3NU11'>1;
DATA VALID8;SEI DIFFRNTZ IF RANDNJM1=1;
PfiCC REG DATA=CERIVS SIM3PLE 3UTESTfB31;LOS.11HAT:.4CDEL

LCSMN',THS=ASVAECA SCREEN IRTSTAT1 ASVABCC AFQTGRt-S/STB;
TITLE MODEL SH ELACKS TOR LOS SAMPLE- ONE;
PFCC REG DATA=VALIDr8 SIMPLE OUTEST=B52;LSMH ,AT:MC DE-L

LCSINTHS=ASVABCA SCREEN MISTATi ASVA'mBCC AFQTGRPS/STB;
TITLE MODEL SH ELACKS FCR LOS SAMPLE T40;
?RCC SCORE OUT=BO1PRED TYP:-=OLS SCORE=BO1'
rATA=VALID8 PREEICT VAR ASVABCA SCREEN
MRISTAT1 ASVABCC AF TGRS
PROC SCORE OUT=E02? ZRED TYE=OLS SCORE=B02
DATACDERIV8 PREDICT; VAR ASVABCA SCREEN
MRTSTAT1 ASVABCC AFQTGRPS;
PROC CORR DATA=EOlPRPED;VAR

LOSMNTHS LOSMlHATL
TITLE BLACKS FIRST VALICI.&Y COEFFICIENT:
FRCC CORR DATA=BO2PRED;VAR

TITLE LOSNNTHS LOSM42 HA Tj
112BLACKS SECOND VfALID -Y COEFFICIENT;

PRCC SCORE OUT=ALLPRED TYPEtOLS SCORE=BO1
LATA=DIFFRNTZ PREDICT* VAR ASVABCA SCREEN
[IRISTAT1 ASVABCC AFQT6RPSi=L CRB2PROC SCORE OUT'TWOPRED TYEOS CRB2
rATA=ALLPRED PREDICT; VAR ASVABCA SCREEN
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MB'ISTAT1 ASVABCC AFQTGRPS;
DATA TABLE;SET TWOPRED-
PRDICTOR=(LOS?! HAT+LOSA2HAT) /2;
PRCC SORT BY PRDICTOR*
TITLE SONTING BY PRDICTOR FbR BLACK SH MEN;
DATA STORE;SET TABLE;FILE FT33FO01;
PUT (FORY EAR PREICTOR THRYEAR RACE) (10.7)
DATA TRIALDAT; SET D&TA1l
IF RACE3;* SELECTS OTHEAS SHS;
DATA rIFFRNTZ: SET TRIALDAT;
DATA rERIVS;SET DIFFRNTZ;IF RANDNUM1>1;
1EATA VALID8*SET DIFFRNTZjIF RANDNUM1=1
PROC REG DAIA=CERIV8 SIM LE OUTEST=BO1;LOSM1,AT:M~CDEL

LCSMNTHS=ASVAEGI ASVABaR ASVABGS ASVABMC ENTRYAGE
ASVABAD/ STEj

TITLE MODEL OTHES SHS FOR LOS SAMPLE ONE;
P-RCC PEG DATA=VALID8 SIMPLE 3UTEST'BO1;LOS,12fAT:NlCDEL

LCSMNTHS=ASVAEGI ASVABAR ASVABGS ASVABt'lC ENTRYAG!
ASVABAD/ STE'

TITLE MODEL OTHEES SHS FOR LOS SAMPLE TWO;
PRCC SCORE OUT=EO1PRED TYPv=QLS SCORE=BO1
DATA=VALID8 PRELICT ; VAR ASVABI ASVABAR
2SVAEGS ASVABMC ENTRYAGE ASVABAD;
PRCC SCORE OUTEO02PFED TYPzE=OLS SCOaE=802
EATA=CERIV8 PREEICT ; VAR ASVABGI ASVABAR
ASVABGS ASVABMC ENTRYAGE ASVABAD;
-RCC CORR DATA=EOlPRED;VAR

LOSMNTF.S LOSMiHAT;
TITLE OTHERS FIRST VALIDITY COEFFICIENT;
P5CC CORR DATA=EO2PR2D;VAR

LOSMNTHS LOSM2HAT;
TITLE OTHERS SECOND VALIDITY COEFFICIENT;
PFCC SCORE OUT=ALLPFED TYPE=OLS SCORE=BO1
ELATA=DIFFRNTZ PREDICT ; VAR ASVABGI ASVABAR
ASVABGS ASVIBMC ENTRY A'; ASVABAD;
PRCC SCORE OUT=TWOPRED TYPE=OLS SCOR3=BO2
CATA=ALLPRED PSEDICT VAR ASVABG: ASVABAR
ASVABGS gASVAB IC E'T.RYirG2 ASVA3AD;
DATA TABLE;SET TWOPRED;
PR~ICToR= (LOSM 1HAT.LOS,2HAT) /2;

P5CCSCR ~ BY PRDICTOR;
TI0L SOTI IG 2Y PRDICTOR FOR OTHER SH MEN;

DATA SIORF;SET TABLE; FILEc FT3C4F30 I;
PUT (?ORYEAR PREICTOR THRYEAR RACE) (10.7)
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TABLE XXIX

Program Listing of FORTRAN Program for Cut-offs

REAL PASS (4 000) SCORE(3,4000) PXSST(4000) , 0010
RETURN (3,4500,TOTAET(3.3L,NPLOT(3) 0020SUCALL 3TRAC (4000 , SR 3]UTILSh 2) , 00)30

* UTILSF (2), SCO AX(3, TOTSC (3,3), 0050
* S(4000) R(94000) TMS(3) ,TMR(3) 0050

CATA UTILSP/-92 44 1488.0f 0063
EATA UTILSF/ 14495. 6,-14495./ 0070
SINGLE= 3. 0080
r=55.0 CO 90
E=25. 0 C100
£0 100 J=1,3 0113
1=1 0120
PASSA= 0.0 0130
PASSB=O .0 Glu0
FAILA=0.0 0150
FAILB =0.0 3160
FASS(I) =0.0 C170
ECORE(J !'=30.0 0190
FETURN (i ) 0.0 31 90
FETUN (.1)=0.0 0200
RACE(I) =;.0 J210

10 FORMAT (4F10.7) 0220
20 1=1+1 1230

EAD (J,10, E ND=5 0) P AS S 4 3)CORE : (M) 0
* PASST(I),RACE (I C2 50

PASSA=P A=SS A +.AS S (I) 0260
GO TO 20 C270

50 CONTINUE 0280
1 FLOT (W)=I -1 C2 90
GTOTAL=1-2 000
FAILA=GTOTAl-PASSA 031)
X=P AS SA*UTILSP (2) + PASSB*UTILSP ( ) 93ZO
X=X+FAILA*UTILSF(2)+FAILB*UTILSF(1) 030
BA S!UT= X/GT CTAL G3 3
N=NPLOT (J) C350
WRITE(6,109)J,GTOTAL.BASEUT, N C3oO109 FO RMA T 9I1,.3,FI0.2,I8)
00 '40 1=2 '4 3380
F (PASS( ) 31,31,32 0390

31 FAI 3=FAILB4l cu$O
FAILA=FAILA-1 3410
GO TO 33 0o 20

32 PASSB=PASSB+1 04 30
PASSA=PASS A-i 0 '40

33 X= ASSA*UTILSP(2) +PASSB*UTILSP(1) C450
X=X+AILA*UIILSF(2) +FAILB*UTILSF(1) 1460
X=X/GTOTAL 31470
IF (BASEUT.NE.0.0) GO TO 77 0480
2A EUT=X t490

GO TO 25 0520

77 RETURN (J,I+ 1) = 100* (X-BASEUT)/(BASEUT) 3530
IF(BASEUT.G1.0.0)GO TO 25 05#0
RETURN(J,I+I)=-RTURN(J,I+I) 0550

25 IF (I. . 2)GC TO 34 0560
IF (RETiRN(J,I1+). LT.SCOkiAX(J,2))k;O TO 38 0570

34 SCCfAX(J,2) =ETURN (JI) 0580
SCCMAX J,1) =SCORE J f) 0590
SRALL (3) ((PASSA+. ALA) /GTOTAL) *100 0600
IF (SAALL (J).GT.0.0)GO TO 53 0610
SUCALL () =0.0 0620

53 S(CALL 3) I=PASSA)/(PASSA+FAILA)f)100 0630
38 IF (RETURN J,I).GT.-20.0) GO TO 40 0640
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FETURN(J,I) z-20.0 (1650
40 CCNTINUE 0660

TIo SC(J1) 0 COAX 1i -1670
TCTSC (J,2) -- SCOMAX 0680
T0ISC J,3 =D 0690
TOTRET (J, =-20.0 07C0
IOTRET (J,2) =SCOMAX (J,2) 0710
TOTIET J,3) =-F 0720
E=E-4.5 07.30

100 CONTINUE 0740
CALL TEK618 0750
CALL BLOWUP (1.5) 0760
CALL MXIALF 'STANDARD' '/') 0770
CALL MX2ALF 'L/CSTD',') 0780
CALL YTICKS 50790
CAIL XTICKS 0800
CALL PAGE ( ,6. C 0810
CALL AREA2D (6.5,4.3) 0320
CALL %NAME ('C*UT-/O+FF ON /P REDICTOR 0830

/z+QUATION' ,36) 0840
CALL YNAME ('P+ERCENTAGE /C+HANGE 0650

FROM /B+.SE /R+ArE',39) 0860
CALL HEADIN ('SH M EN ON /LOS 0870

C+RITERION',2o,-1.,3) C880
CALL HEADIN ('R ACE /S+PECIFIZ 0890

/S+ELECTION', 8 -1.3 0900
CALL HEADIN 'F+OR /A+LL /SH EN1

1 19,-1.,3) 0910

CALL GRAF (30,5,70,-20, 10,33) 0920
DO 200 J=1,3 0930
N=NPLOT(J) 09u0
DO 150 I=1,N 0950

=SCORE (,I 0960
F(I)= RETURN (J,I) C970
IF(I.GT.3) GC TO 150 0980
IMS I)I =TOTS C(J, I) C990
IMp (I =OTR-T (J,I 1000

150 CONTINUE 1010
IF (J. EQ.1) GC TO 160 1020
IF (J.EQ.2) GO TO 155 1030
CALL DASH 1040
GO TO 160 1050

155 CALL DOT 1060
160 CALL CURVE (S R,', 0) 1070

CALL CURVE (1.;S T,1R,3,0) 1080
CALL HEIGHT (.0) 1090
CALL RLIESS ('M+AXIMOU /R+ETURN: ',19, 1100
* TOTS(J,3),TOTRET(J,3)) 1110

IF (J.EQ.1) GO TO 110 1120
IF (J:EQ.2) GO TO 120 1130
CALL RLMESS ('o+THERS',7,'ABUT',' OUT') 1140
GO TO 130 1150

120 CAIL RLMESS ('B+LACKS',7,'ABUT','ABUT') 1163
GO TO 130 1170

110 CALL RLAESS ('W+HITS', 7 'ABUT','ABUT') 1190
13,) CALL RLREAL (SCOMAX (i3 ,2 1190

TOTSC( +z .3 TOTRET(J,3)-2.) 1200
CALL RL !ESS (',',1,'AB6T" AoUT'1 1210
CALL RLREAL (SCOMAX(J,2) , 'A,-JT' ,ABUT') 1220
CAIL RL.ESS ('1',1,'ABUT', ABUT') 1230

200 CONTINUE 1240
C=5.0 1250
2=-5.0 1260
CALL RLMESS ('SELECTION RATIOS:',17,55.0,D) 1270
CALL RLMESS ('PERCENTAGE SUCCESSFUL:# 1280

22, 5;.O,E) 1290
DO 300 J=1,3 1300
D=D-2.0 1310
E=E-2.0 1320
IF (J.EQ.1) GO TO 310 1330
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IF (J. EQ. 2) TO 320 1340
CALL RLMESS ' O+THER /G+ROUP .' 18,55.0,D) 1350
CALL REALNO SRALL(J1 'ABUT' 'AbU-') 1360
CALL RLMESS ('1 1 AUT.,IkBT 1370
CALL RLMESS I' 6 +HER /G+ROUP :',18.55.0,E) 1380
CALL REALNO SUCALL (J) ,,' ABUT',' ABUT') 1390
CALL RLMESS ('%,1, ABUTI,' ABUT') 1400
GO TO 300 1410

320 CALL RLMESS ( B+LACK /G+ROUP ' 18,55.0,D) 1420
CALL REALNO (SRALL(J).1.'ABUT' 'AfiUT') 1430
CALL RLMESS ('V%# 1'A UT,'ABUJ') 1440
CALL RLMESS (' B+fACK /GBOUP :' 18,55.0,E) 1450
CALL REALNO (SUCALL(J),'ABUT''IBUT') 1460
CALL RLHESS ('1%', 1, A T1,,ABU .  1470
GO T0 300 1480

310 CALL RLMESS ' W+HITE /G+ROUP :',18,55.0,D) 1490
CALL REALNO SRALL(J1 I.'ABUT','ABUT ;) 1500
CALL RLMESS ''1 1'A UT''ABUT' 1510
CALL RLMESS ' I+fiITE /G+ROUP :,18,55.0,E) 1520
CALL REALNO SUCALL,(Jj I 'BUT 1 1533
CALL RLMESS '%',1,,A,6Ti,ABUT) 1540

300 CONTINUE 1550
CALL ENDPL (C) 1560
CALL DONEPL 1570
STOP 1580
END 1590
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STEPVISE REGRESSION RESULTS FOR RATINGS

This appendix gives the results of the stepwiss

regressions. They are presented in the fcrm cf rating

specific tables. As these tables were cons-ructed dirctly

frcm computer o.mput the variables all hive the SAS names

.that were used in the analysis. Therefore, interes-ed

readers ars directed to the r-'evant sec- io.s cf the

preceding SAS program listings : determine exactly which

variables are listed. In all cases -ie variables and their

cseff.cient signs ccrresponi -:o the tables in the tcdy of

the thesis which lists the stepwise regression results.
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TABLE XXX

All SH Stepwise Regression Results

SH Whites on Length of Service
QU~~Oi3>F

REGRESSION 8 16236.804 11.38 0.0001
ERROR 1297 237637.401
TCTAL 1305 253874.205

B VALUE STD E F PROB>F
INTERCEPT 26.67C1644
AFQTGEPS -0.9209895 0.3761 5.99 0.0145
ASV AEMC -0.2688282 0.1360 3.90 0.0484
ASVREAI -0.1703922 0.0978 3.03 0.0818
ASVAECA -0. 15E5049 0.0917 2.87 0.0903
ENTRPAYG 1.7093734 0.8128 4.42 0.0357
MRTSTAT1 5.6607671 0.8366 45.89 0.0001
SCREEN 0.2465786 0.0607 16.73 3.0001

EPNCNTS - 3.88 -2762 2.1708 3.20 0.0739

SH Whites on GOODGUY
? PROE>F

REGRESSION 4 3022.5064 12.22 0.3001
ERROR 1301 80462.1030
TCTAL 1305 83484.6C94

B VALUE STD E F PRCB>F
INTEFCEPT 1.10711196
ASVAEMK 0.08789585 0.0561 2.45 0.1174
ASVAECE -0.14122207 0.0493 8.18 0.0043
CHYEC 1.3607 242 0.2466 30.43 0.0001
METSTAT1 1.39421802 0.4740 5.33 0.0211

SH Wh6tes on BADGUY
D 3S-- -CF- U F PROB>F

REGRESSION 7 4135.7682 12.74 0.0001
ERROR 1298 6020 4.2011
TCTAI 1305 64339.9693

B VALUE STD E F PROB>?
INTERCEPT -1.74204431
ASVAENO 0.03938113 0.0225 3.34 0.0816
ASVAEWK -0.12244891 0.0120 8.47 0.0037
ASVAECE -0.09038137 0.0428 4.45 0.0352
CHYEC 1.20950502 0.2633 21.58 0.0001
ENTRPAYG 0.90472456 0.4131 4.80 0.0287
M TSTAT1 1.13491198 0.4115 7.61 0.0059
SCREEN 0.08475720 0.0359 5.56 0.0186

SH Blacks -n Le 1-h of Service----u -- - T-----=-7R0o3 > F
REGRESSION 5 9203.0966 11.26 0.0001
ERRGR 552 90267.1489
TOTAL 557 99470.2455

B VALUE STD E F PROB>F
INTERCEPT 32.7316235
AFVTGFPS -1.9561139 0.4563 18.37 0.0001
AS ABCA -0.4280135 0.1625 6.93 0.0087
ASVAECC 0.3140531 0.1357 5.35 0.0211
PR STAT1 6.2469389 1.1323 30.43 0.0001
SCREEN 0.2155208 0.0872 6.10 0.0138

SH Blacks on GOODGBY
- -U PFOB>F

REGRESSION 4 621.02 7 3.34 0.0102
ERROR 553 25714.4591
TCTAL 557 26335.4838

B VALUE STD E F PROB>F
INTERC!_T 11. '4082688
AFQTGFPS -0.66 12232 0.2428 7.41 0.0067
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ASVAECC 0.0992502 0.0590 2.83 0.0931
MRISIATI 1.1L435432 0.6335 3.59 0.0586
SCREEN 0.0855462 0.0460 3.45 0.0639

S8 Blacks on BADGUY

REGRESSION 4 900.1514 6.76 0.0001
ERROR 553 19399.6692
TCTAL 557 19299.8207

B VALUE STD E F PROB>F
INTERCEPT 11. 19ge625
ASVAEAR -0.2490178 0.0778 10.23 0.0015
ASVAECC 0.1040409 0.0497 4.38 0.0369
EVTRYAGE -0.194e975 0.1156 2.84 0.0926
CHYEC 1.1681247 0.3167 13.60 0.0002

SH Others cn Len th of Service

REGRESSION 6 8636.5314 11.36 0.0001
ERROR 149 18874.4685
TCTAL 155 2751 1.0000

B VALUE STD E F PROB>F
INTERCEPT 54. 9934418
ASVABGI -1.1711530 0.3280 12.74 0.0005
ASVAEAD -0.33C8399 0.1989 2.77 0.98i
ASVAEAR -C.8798285 0.2952 8.88 0.0034
ASVAEMC -0.7107025 0.3736 3.62 0.0591
ASVAEGS 1.1684002 0.3674 10.11 0.0018
ENTRYAGE 3.6142226 0.3009 4.17 0.0430

Sli Others On GOODGUY
9F--U -U U PROB>F

REGRESSION 5 1050.2840 5.95 0.0001
ERROR 150 5293.3056
TCTAL 155 6343.5897

B VALUE STD E F PROB>F
INTERCEPT 8.68073217
AFTPCNT -0.09486851 0.0286 10.93 0.0012
ASVAEEI -0.163E4685 0.1001 2.68 0.1039
ASVABAI -0.28815095 0.1548 3.46 0.0647
ASVAECC 0.38797354 0.1097 12.49 0.0005
SCREEN 0.14637842 0.0801 3.33 0.3698

SH Others on BADGUY
DT -- F PROB>F

REGRESSIMI 5 644.5853 4.39 0.0004
ZE CE 150 3952.8505
TCTAL 155 4597 t4358

B VALUE STD E F PROB>F
INTEPCEr'I 6.77090112
AECTECNT -0.16194490 0.0584 7.67 0.0063
AFTGRPS 1.31562114 0.7261 3.28 0.0720
ASVAEAI -0.29525384 0.1288 4.90 0.0284
ASVABCC 3.23515378 0.0952 6.39 0.3147
CHY!C 0.98156281 0.u234 5.37 0.3218
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TABLE XXXI

All PN Stepvise Regression Results

PN Whi te Mern on Len th of Service
B > F

REGRESSION 9 2311".535 14.78 0.0001
EBROS 1216 211247.111
TOTAL 1225 234361.647

B VALUE STD E F POB>F
INTERCEPT 30.6886800
ASVAEWK -0.3907675 0.0918 18.10 0.0001
ASVkEAR -0.2914101 0.1277 5.20 0.0227
ASVABEI 0. 2812350 0. 1048 7.19 0.0074
ASV&BSI -0.2984347 0.1175 6.44 3.0113
ASV ECE 0. 1368159 C.0849 2.59 0.1076
ENTRYAGE 0.3694307 0.1831 14.07 0.3439
CHYEC -1.021Qt411 0.4358 5.49 0.0193
MRTSTAT1 7.6648584 0.7969 92.49 0.0001
SCREEN 0.2812599 0.0781 12.96 0.0003

PN Whi te Men on GOODGUY

FEGRESSION 8 2013.1708 5.33 o.0ol
ERROR 1217 57483.8112
TCTAL 1225 59496.9820

B VALUE STD E F PROB>F
INTERCEPT 10.4760049
ASVABWK -0.1122275 0.0443 6.41 0.0115
ASVAEAR -0.2167153 . 0682 10.28 0.0014
ASvABMC 0. 0974479 0.0637 2.34 0.1267
ASVABCE 0.1244157 0.0424 8.58 0.0035
CHYEC -0.3040941 0.1929 2.48 0.1154
MRISTATI 0.9357586 0.4190 4.99 0.0257
SCREEN 0.1642128 0.0406 16.33 0.0001
DEPNDNTS 1.5133497 0.8221 3.39 3.0659

PN White Men on BADGUY
-. PROB>F

REGRESSION 4 626.2016 5.70 0.0002
EERCE 1221 33550.0625
TOTAL 1225 34176.2642

B VALUE STD F F PROB>F
INTERCEPT 12.9046054
AFCTGFPS -0.5259052 0.1598 10.83 0.0010
ASVABEl 0.0801835 0.0373 4.60 3.0321
SCREEN 0. 1092251 0.0268 16.5" 3.0001
DEPNDNTS 1. 1273538 0.6069 3.45 0.3635

?N Black len on Lenath_oSlvvC-c

REGRESSION 6 6750.867u 8.31 0.0001
FERCE 276 37349.7756
TOTAL 282 44100.6431

B VALUE STD E F PRCB>F
INTERCEPT 48.8556818
AFTPCNT -0.17-1397 0.0417 17.17 0.0001
ASV.BNO -0.131472. 0.0864 2.31 0.1295
ASVAECC -0.3337261 0.1623 4.23 0.0408
CHYEC -2.4543496 0.5735 18.31 0.0001
METSTAT1 5.8937313 1.4492 16.54 0.0001
SCREEN 0.4812862 0.1509 10.17 0.0016

jN Elack mer onGOODGOY
U-- r7 =S1 ? PROB>F

REGRESSION 7 950.4489 3.68 0.0009
EBOR 275 10156.2648
TCTAL 282 11106.7137
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B VALUE STD E F PROB>F
INTERCEPT 24.9538629
ASVAEGI 0.3102658 0.1504 4.26 0.0401
ASVAENO -0.13S8792 0.0472 8.77 0.0033
ASVAEMK 0.1769179 0.1037 2.91 0.0894
ASVABEI 0.1726309 0.0956 3.26 0.0721
ASVAESI -0.30e5155 0.1207 6.53 0.0112
ASVABCE -0.1521711 0.0810 3.52 0.0615
CHYEC -0.5306986 0.2566 4.27 0.0396

PN Black Men on BADGUY
U FS - r-F PROE>F

REGRESSION 4 390.1637 5.31 0.0004
ERROR 278 5106.6559
TCTAI 282 5496.8197

B VALUE STD E F PROB>F
INTERCEPT 27.3597073
ASVABSI -0.2945607 0.0866 10.80 0.0011
ASVAEAI 0.2497785 0.0890 7.87 0.0054
ENTRYAGE -0.3561344 0.1018 12.22 3.0006
ENTRPAYG 0.5638719 0.3534 2.54 0.1118

PN Other Mer on L4nqth of Servics117---4,1-C-3F- t z- . B > F
REGRESSION 3 3425.1745 9.05 0.0001
ERROR 87 10976.1221
TCTXL 90 14401.2967

B VALUE STD E F P OB>F
INTERCEPT 37.3172602
ASVABGI -0.9104034 0.3173 8.23 0.0052
CHYEC 1.8625773 0.8067 5.33 0.0233
DEPNDNTS -12.7447520 3.9740 10.28 0.0019

PN Cther Her. on GOODGUY
1T~r n-= PROB>F

REGRESSION 5 774.4225 4.99 0.0005
EPRCE 95 2636.5664
TCTAL 90 3410.9890

B VALUE STD E F PROB>F
INTERCEPT 0.52074631
AFCTPCNT -0.12040574 0.0395 9.28 0.0031
ASVAEAR 0.30390695 0.2059 2.18 0. 1437
ASVAECC 0.27792854 0.1166 5.68 0.0194
CHYEC 1.33872861 0.4117 10.57 0.0016
CEFNrNTS -4.6989e059 1.9942 5.55 0.0208

PN Other Men or BADGUY
-- SUI--U 7F P ROB> F

REGRESSION 4 u23.918 5.34 0.0007
ERROR 96 1705.7524
TCTAL 90 2129.6703

B VALUE STD E F PROB>F
INTERCEPT 5.8404 3938
AFQTFCNr -0.04974738 0.0219 5.16 0.0257
ASVAESI 0.37905240 0.1304 9.44 0.0047
CHYEC 1.38168182 0.3278 10.89 0.0014
CEZNDNTS -3.355C6552 1.5848 4.48 0.0372

FN _White Wciuen on Leng of Se:vice- DT-3UM-C-3F - -- 'PI B > F
REGRESSION 6 7047.9736 6.31 0.0001
ERROR 472 87924.6777
TCTAL 478 94972.6513

B VALUE STD E F PROB>F
INTERCEPT 95.2107469
ASVAEAD -0.3924025 0.1608 5.95 0.0151
ASVAEWK -0.3429e57 0.1734 3.91 0.0485
ASVAEAR -J.4423221 0.2133 4.30 0.0387
ASVAECE 0.5541282 0.1689 10.75 0.0011
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CHYEC -2.7667462 0.8557 10.45 0.0013
ENTRPAYG 1.7744842 1.1070 2.57 0.1096

PN White Women on GOODGUY-UlnaU-V?-lMV-- " "- PRO B> F
REGRESSION 3 971.0785 5.62 0.0010
EsRCF 475 27338.7335
TOTAL 47e 28309.8121

B VALUE STD E F PROB>F
INTERCEPT 29.1338691
ASVAEAD -0.2337727 0.0893 6.85 0.0092
ASVAEK -0.1576776 0.0935 2.84 0.0924
ASVAEAR -0.26C7376 0.1169 4.97 0.0262

PN Whit . Women on BADGUY
~T3U~ F3UU~ PROB>F

REGRESSION 5 576.7302 5.14 0.0002
ERROR 473 10619.5119
TCTAI 478 11196.2421

B VALUE STD E F PROB>F
INTERCEPT 19.4421146
ASVABAD -0.1212187 0.0556 4.75 0.0299
ASVAEAR -0.2148259 0.0733 8.57 0.0036
ASVABSP 0. 1078479 0.0632 2.91 0.0887
CHYEC 0.4943182 0.2339 4.47 J.0351
DEPNDNTS -2.6225293 0.9765 7.22 0.0075
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TABLE XXXII

All AT Stepwise Regression Results

AT White Men on Lent:h of Service

FEGRESSION 12 37330.665 29.55 0.0001
ERRCR 3327 350277.988
TOTAL 3339 387608.653

B VALUE STD E F PROB>F
INTESCEPT 49.7303064
AFQTPCNT 0.0847810 0.0278 9.24 0.0024
AFQTGRPS -0.8119479 0.5030 2.60 0.1066
ASVABNO -0.0788686 0.0243 10.46 0.0012
ASVAESP -0.1110189 0.0670 2.74 3.3977
ASVABMK -0.1183909 0.0684 2.99 0.0839
ASVAEGS -0. 1-r5446 0.0712 3.61 0.0574
ASVAECA -0.2048483 0.0586 12.19 0.0005
ASVAECE 0. 1205116 0.0453 7.07 0.0079
CHYEC -0.7428230 0.2858 6.75 0.0094
ENTSAYG 2.1286892 0. 1946 119.62 0.0001
MRISTA'Il 4.6121976 0.3735 152.47 0.0001
SCREEN 0.0957458 0.0406 5.56 0.0185

AT 5hite Men on GOODGUY
u PROB>F

REGRBSSION 3 456.839 3.27 0.0202
ERRCF 3336 155283.609
TOTAL 3339 155740.449

9 VALUE STD E F PROB>F
INTEFCHPT 13.3263146
CHYEC 0.3264369 0. 1663 5.40 0.0202
ENTEPAYG -0. I868022 0. 1270 2.16 0.1415
MRI S ' I1 0.5036740 0.2450 4.23 0.0399

AT Wh__e'e Men or. 3ADGUY
~S U 1F ~ PFO B>?

REGRESSION 6 4061.6007 32.17 0.0031
EiRC5 3333 701 30. 5848
TOTAL 3339 74192. 1856

B VALUE SID E F PROB>F
INTEPCEPT 12. 1536983
AFQTGRBS -0.3680884 0.1027 12.82 0.0003
ENTEYAGE 0.0649608 0.0440 3.71 3.0541
CHYEC 0. U063458 0. 1381 8.65 0.0033
ENTFrPAYG -0. 921898 0.0862 116.76 0.0001
MRTSTAT1 -0.14E57506 0.1669 8.47 0.0036
SCREEN 0.0891893 0.0183 23.64 9.0001

T Black Men on LenT-h of Se-vic =

a---- RU-U-OB>F
REGRESSION 5 3777.3917 7.66 3.0001
ERBCB 167 16480.0660
IOTAL 172 20258.0578

B VALUE STD E F PROB>F
INTERC-PT 76.0373893
ASVAEGS -0.6729970 0.2328 8.35 0.0044
ASVAESI -0.4349189 0.2312 3.54 3.0617
ASVAECA 0.3428155 0.1777 3.72 0.0555
CHYEC -1.7461861 ',.7264 5.78 1.0173
MRTSTAT1 4.5120091 1.5433 8.55 0.0039

AT Elack Men on GOODGUY-- tf-s"1-3- F :-0 B> F
FEGBESSION 5 1239.3404 7.99 0.0001
ERROR 167 5181.4687
TOTAL 172 6420.8092

B VALUE SID E F PROB>F

134

hi



INTERCEPT 47. 23 11662
AFCTFCNT 0.2447246 0.0711 11.82 0.0007
AFQTGRFS -4.9159979 1.2330 15.89 0.0001
ASVAEGS -0.2445383 0.1597 2.34 0.1277
ASVAECA 0. 1803334 0.1012 3.17 0.0768
CHYEC -1.0599272 0.4173 6.45 0.0120

AT Black Min on BADGUY
-TrU:- F PROB>F

REGRESSION 6 461.4027 5.82 0.0001
ERFCB 166 2191.7764
TOTAL 172 2653.1791

B VALUE STD E F PROB>F
INTERCEPT 29.5616565
AFQTPCNT 0.1124665 0.0452 6.17 0.01u0
AFQTGRPS -3.0880771 0.7941 15.12 0.0301
ASVAEAR 0.3320927 0.1154 8.28 0.0045
ASVABnK -0. 1282669 0.0869 2.18 0. 1421
ASVAEAI 0. 1147313 0.0618 3.44 0.0653
ENTB AYG -0.6578062 0.3131 4.41 0.0372

AT Other Men on Lenqth of Service707-'T -U'- U?-7R B > F
REGRESSION 11 5054.3481 5.96 0.0001
ERECE 98 7557.6518
TOTAL 109 12612.0000

B VALUE STD E F PROB>:
1NTERCEPT -4.677c9655
ASVAEEI 0.60422952 0.2241 7.27 0.0083
ASVABAI -0.99676644 0.2561 15.21 0.0002
ASVAECM 3.77440682 0.1924 16.20 0.0001
ENTRYAGE 1.40536754 0.4478 9.85 0.0022
SCREEN 0.71935965 0.1641 19.22 0.0001

AT Cther .en on GOODGUY
F FRO?>F

FEGRESSION 10 2295.9445 6.94 0.0001
ERCR 99 3275.8736
TOTAL 109 5571.3181

B VALUE STD F PROB>F
INT EC EPT 8.85750116
AFQIPCNT -0.18425571 0.0504 13.35 0.0004
ASVA;AD 0.51458563 0.1369 14.11 0.0003
ASVAiWK 3.86805391 0.1648 27.72 0.0001
ASVAEEI -0. 33035220 0.1353 5.96 0.0164
SCREEN 0.34213990 0.1089 9.86 ).0022

AT Other Men or BAJGUY
D-11 - q- 17, -F-,r p F R 0 3 > 5

RESSION 12 848.26i3 6.55 0.0001
ERECE S7 1047. 1911
TOTAL 109 18S5.4545

B VALUE STD E F PROB>F
INTE RC EPT 13. a256325
ASVAEM K 0.3560198 0. 1186 9.00 0.0034
ASVABEI -0. 3764082 0.0825 20.77 0.0001
ASVAEAI -0.2365056 0.1077 4.81 0.0306
SCREEN 0. 1'28342 0.060t 5.55 0.0205

AT Wh te Wome cn Len th of Service
. M--0 B > F

REGRESSION 4 3820.0537 5.05 0.0006
ERRCR 235 44438.4450
TOTAL 239 48258.4958

B VALUE STD E F ?ROB>F
INTERCEPT 39. 25074 34
ASVAEFEI 0.7791086 0.2424 10.33 0.0015
ASVABCM 0.3521168 0.2423 2.11 0.1476
ASVAECE -0.5763499 3.2557 5.08 0.0252
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MRTSTATI1 -5. 1232380 1.7929 8.17 0.0047

AT White Women on GOODGUY
T~SN~ 'F PRO B>F

REGRESSION 3 545.14 52 3.93 3.CO92
EPRCE 239 11038.3938
TOTAL 242 11583.5390

B VALUE STD E F PROB>F
IN'TERCEPT 12.9788322
ASVAEEI 0.2686742 0.1179 5.19 0.0236
ASVA2CIN 0.2374158 0.1197 3.93 0.0485
ASVAECE -0.3717212 0.1260 8.70 0.0035

AT White Women cr BADGUY
TS-- -UFr P0 B > F

REGRESSION 6 486.30 5 5.22 0.C001
ERRCP 236 3667.6069
IOTAL 242 4153.9C94

B VALUE STD E F PROB>F
INTERCEPT 16.5036012
ASVABCE -0.1729768 0.0651 7.J4 0.0085
ASVAECC 0. 1377274 0.0555 6.14 0.0139
ENTRYAGE 0.1883614 0.0896 4.42 .0366
ENTFFAYG -0.8121685 0.2866 8.03 0.0050
MRTSTA_1 1. 3441319 0.5330 6.36 0.0123
EFENCNIS -3.3888684 1.0103 11.25 J.0009
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